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In fact, the whole system of language is based on the irrational principle of
the arbitrariness of the sign, which would lead to the worst sort of
complication if applied without restriction. But the mind contrives to
introduce a principle of order and regularity into certain parts of the mass
of signs, and this is the role of relative motivation. ... Since the mechanism
is but a partial correction of a system that is by nature chaotic, however,
we adopt the viewpoint imposed by the very nature of language and study
it as it limits arbitrariness.

Ferdinand de Saussure

_Cours de linguistique générale_ (CLG; 1916, 133)

1 Beyond Arbitrariness

The original title of this chapter was _Productivity and the Lexicon_ but that would probably strike one
as an oxymoron. The lexicon, at least in the tradition widely recognized as Saussurean, is a depository
of arbitrariness, the very opposite of productivity. As Di Sciullo and Williams (1987, 3) vividly put it,

*I thank Bob Berwick, Lila Gleitman, Annika Heuser, Barbara Lust, John Trueswell, Hector Vazquez, Virginia Valian, and
two anonymous reviewers for helpful discussions and comments.*
the lexicon is “like a prison — it contains only the lawless, and the only thing that its inmates have in common its lawlessness.”

Strictly speaking, of course, the lexicon is not always arbitrary. As Saussure duly noted, along with some of the most prominent contributors to linguistics from Jespersen (1922) to Bloomfield (1933), and from Harris (1951) to Chomsky (1957), sound symbolism can be observed to varying degrees in all languages. For example, English words with the initial consonant cluster /gl/ strongly convey the meaning of light, vision, and brightness – *glitter, gleam, glory*, etc. – which was readily confirmed when I met a co-editor of the present volume over twenty years ago.¹ But the more serious problem with the principle of arbitrariness, especially when over-emphasized, is that it lends to an incomplete reading of Saussure. As he made abundantly clear throughout CLG, the principle of arbitrariness, an observation that borders on banality, is important not so much as a fundamental property of language, but as a fundamental property of language for language to overcome. On my (whig-history) reading, Saussure advocated a radical, and deeply psychological, perspective on words, language, and cognition.

Psychologically our thought – apart from its expression in words – is only a shapeless and indistinct mass. Philosophers and linguists have always agreed in recognizing that without the help of signs we would be unable to make a clear-cut, consistent distinction between two ideas. Without language, thought is a vague, unchartered nebula. (CLG, 111-112)

A principle of order and regularity, as quoted in the epigram, serves to limit such arbitrariness. As a point of example, Saussure contrasted the French numerals *vingt* ‘20’ and *dix-neuf* ‘19’ (CLG, 131). The former is purely idiosyncratic and the sound-meaning pair is arbitrary. By contrast, the latter clearly has a compositional structure as both *dix* and *neuf* recur into other numerals such as *dix-huit* ‘18’ and *trente-neuf* ‘39’. The “relative motivation” between *dix-neuf* and *dix-huit/trente-neuf* is referred to by Saussure as “associative”. It is nevertheless clear, especially from many other examples in Saussure’s

¹There are 19 such words (more precisely, stems) with non-negligible frequencies: *glad, glass, glove, glory, glue, glow, globe, glance, glimpse, glamour, glitter, glitch, glare, gloat, gland, gloss, gloom, glee, and glum*, and I count 6, underlined, as not supporting the noted semantic field. For what it’s worth, 13 items out of 19 just about support a generalization according to the Tolerance Principle; see Section 3.2. Of course, such a sound-meaning mapping, if genuine, can at best guide the English speaker into the right semantic ballpark when encountering a novel word *gleit*: the residual, and arbitrary details still have to be filled out.
discussion that primarily draws from English, French, and Latin morphology (e.g., enseignement-enseigner-enseignons, painful-delightful-frightful), that such associative relations refer to higher-order rules and abstractions over words. “elements of sound and thought combine”, language makes the infinite use of finite means, the Humboldtian notion brought to modern prominence through generative grammar and Chomsky.

This chapter is the discussion of productivity on the Saussurean theme: How the formal systematicity enables language to go beyond and overcome the arbitrariness of the lexicon. A special focus will be placed on learning: to go beyond arbitrariness, children must discover, and subsequently generalize, the language-specific regularities that reside in their finite linguistic experience. Like Saussure, our discussion will mostly focus on morphology or word formation; see also Demuth (this volume). However, I will also suggest that an appropriate theory of productivity should be applicable to form-meaning mappings at any linguistic level, including sound symbolism alluded earlier (fn 1) as well as syntax-semantics correspondences, with potentially interesting implications for how language acquisition shapes children’s conceptual development.

In Section 2, I review some widely used behavioral tests of productivity, along with the associated methodological complications that may give rise to conflicting findings. In Section 3, I provide a cross-linguistic survey of productivity in children's morphology. The evidence is unequivocal: productivity is a categorical phenomenon, as traditionally held, despite an assortment of pleas for gradience in the recent literature. In Section 4, I discuss how productivity may be detected by the child learner in a psychologically plausible setting. The developmental evidence suggests that an appropriate learning model must be similarly categorical in nature. In Section 5, I offer some initial thoughts on how a learning-theoretic approach to productivity impacts the theory of language and cognition. What can be effectively learned from data needn't be built into Universal Grammar, and a learning model that gives rise to qualitative changes in the child’s grammar may also help understand how language may play a causal role in children’s conceptual development.

In what follows, I will assume that the child has acquired a reasonable vocabulary so that a formal system of productivity can be established; see Gleitman and Trueswell (this volume). These two processes of acquisition are logically independent but are clearly intertwined. For example, Brown's seminal study
(1957) shows that the form in which a word is used – to sib, a sib, sibbing – can guide children to focus on special aspects of word meanings. Similarly, according to the theory of syntactic bootstrapping (Gleitman 1990; Lidz, this volume), children exploit syntactic regularities such as word order and case marking, which must be derived from their existing vocabulary, to deduce the semantic properties of novel words. Even an incomplete grasp of productivity can contribute to the acquisition of vocabulary. For instance, if children have learned that determiners and nouns productively combine, they may infer that a novel word following a determiner is likely a noun (Shi and Melançon 2010; see Dye et al. 2019 for a recent review). The acquisition of the initial vocabulary appears slow, which in part has to do the very high degree of referential ambiguity in the linguistic input (Chomsky, 1959, Quine, 1960, Landau and Gleitman, 1985, Gillette et al., 1999, Trueswell et al., 2016) and the considerable computational challenges it poses (Siskind, 1996, Yu and Smith, 2007, Frank et al., 2009, Fazly et al., 2010, Stevens et al., 2017). The rapid rise in children's vocabulary during later stages is likely a consequence of having established a formal system of productivity (e.g., Bates et al., 1988, Fenson et al., 1994, Anisfeld et al., 1998, Hoff and Naigles, 2002, Gleitman et al., 2005).

2 Tests for Productivity

The simplest assessment of productivity is the celebrated Wug test as it directly measures the linguistic capacity to generalize. In a landmark study, Berko (1958) introduced young children (age range 4 to 7) to novel words including nouns, verbs, and other categories and recorded their responses.

(1) This is a WUG.

Here is another one.

These are two _____.

WUGS.

It is important to note that children are far from perfect in their Wug performance (Berko, 1958, 160). For instance, in the regular past inflection of novel verbs, first graders successfully produced rick-ricked and spow-spowed in as few as 25% of the test cases. But we must remember that most if not all English-learning
children acquire the -d rule by three (Marcus et al., 1992), as indicated by their spontaneous use of
overregularized forms (e.g., fall-falled). Thus there seems to be a gap of at least three years between
acquiring the regular past tense and using it in a specific experimental design (e.g., Huttenlocher 1964,
Anisfeld and Tucker 1967): failure to pass the Wug test does not imply imperfect knowledge of morphology.

The picture gets murkier for words that do not follow productive rules, with the English irregular verbs as the paradigm example. Many irregular verbs are residue of historically productive processes; as such, some may exhibit a certain degree of similarity. For instance, some irregular verbs ending in /ŋ/ form past tense by changing the vowel to /æ/ (e.g., sing-sang, ring-rang) or /ʌ/ (e.g., swing-swung, cling-clung). These similarities are at best partial: for instance, wing, ping, ding, etc. actually take -d, and there are irregular verbs that have nothing in common yet undergo the same process to form past tense: bring, buy, catch, fight, teach, think, and seek all replace the rime with /ɔt/. Nevertheless, these similarities are the primary motivation for analogical account of morphology and associative accounts of morphological acquisition (Rumelhart and McClelland, 1986, Pinker and Prince, 1988).

Children, however, are oblivious to the pull of analogy. The pattern is already clear in the original Wug study although it has been overshadowed by the better-known result on productive rules. Berko found that when children failed to produce spowed for spow, they produced no response at all rather than, say, spew, which would follow the analogy of know-knew, grow-grow, blow-blew, etc. In addition, Berko systematically investigated the role of analogy with very irregular-like stimuli. Children were presented with novel verbs such as bing and gling that are strongly similar to existing irregular verbs (sing-sang, sting-stung, etc.), and thus with great potential for analogical extension.

(2) This is a man who knows how to GLING.

He's GLINGING. (Picture of a man exercising.)

He did the same thing yesterday.

What do he do yesterday?

---

The English irregular past tense formation has been referred to as product-oriented schema (e.g., Bybee and Slobin, 1982) as the verbs are characterized by undergoing the same structural change: which verb can undergo the change must be lexically learned (Yang, 2002). This is to be contrasted with source-oriented schema where the structural change automatically applies if some structural condition is met, e.g., -d applies to a word if it is a verb. We will retain the more traditional non-productive vs. productive distinction in the current discussion.
Children were overwhelmingly conservative in their responses. Only one of the eighty-six children in Berko’s study supplied the analogical form bang and another produced glang. Ivimey (1975) replicated Berko’s results with the same stimuli: virtually no children analogized the real or the pseudo irregulars. (Graves and Koziol 1971 tested children’s response on real irregular nouns such as foot and mouse – which were indeed over-reguarlized – but did not report results on goot and touse.) These findings are strongly consistent with children’s production data from many cross-linguistic acquisition studies (Section 3.2).

The paucity of analogical forms and the abundance of rule-based generalizations stand in contrast with claims about the probabilistic and gradient nature of productivity and grammar (Keller 2000, Hay and Baayen 2005, Bresnan and Nikitina 2009). In the words of McClelland and Bybee (2007, 439), “there is no dichotomous distinction between productive and unproductive phenomena; rather, there are only degrees of productivity”.

The appearance of gradience, however, seems methodological in nature. This is already evident in Berko’s original study. While almost no child produced forms such as bang and glang, adults “clearly felt the pull of the irregular pattern, and 50% of them said bang or bung for the past tense of bing, while 75% made gling into glang or glung in the past” (Berko, 1958, 165). Similarly, Ivimey (1975) found that adults’ tendency to use the irregular forms increased as a function of age and especially the level of education. Indeed, most case studies that support the claim of gradience were carried out with adult subjects (e.g., Bybee and Moder, 1983, Marcus et al., 1995, Clahsen, 1999, Hahn and Nakisa, 2000, Hayes et al., 2009, Becker et al., 2011). Some, however, have design flaws. For instance, Bybee and Moder (1983) and Hahn and Nakisa (2000) presented the subjects with questionnaires consisting of real irregular and pseudo-irregular words; the facilitatory effect is left uncontrolled for. Furthermore, while children clearly regarded the nonce words as if they were being taught new English words (Berko, 1958, 157), it is not clear how adult subjects approach the Wug test, as they may try to uncover the purpose of the task as in many experimental settings (Anderson, 1980). As Schütze (2005) notes, the instructions provided (to adults) generally do not rule out what he calls the dictionary scenario, in which the subject approaches the test item as an obscure word in their native language and thus attempts to offer a reasonable guess of what
the inflected form would be. This may have the effect of leading the subject to deviate from their “normal”
linguistic behavior. It turns out that subjects frequently reported the Wug task as some kind of joke that
required bizarre analogies (Derwing and Baker, 1977).

Compounding the matter further is the use of rating tasks in the assessment of productivity (Kim
these tasks, which are gradient in nature, would almost guarantee a gradient conception of productivity.
In general, participants are inclined to spread responses over whatever range they are given (Parducci
and Perrett 1971). For instance, the classic study of Armstrong et al. (1983) finds that gradient judgment
is obtained even for uncontroversially categorical concepts such as “even number”. Still, virtually all
studies have found that regularized forms are rated higher than irregularized forms in head-to-head
comparisons. For example, in one of the few rating studies with children in the original Wug test age
group (Ambridge, 2010, Appendix), only one (drit) out of 40 verbs tested had the regular form dritten
rated slightly lower than the irregular form drit.

This somewhat critical review is only meant to suggest that the tests for productivity, like all experimental
methods, must be properly interpreted and may not provide a direct window into language and productivity.3
There may be several factors contributing to the mixed results reviewed so far. First, as suggested earlier,
it is possible that adults and children approach experimental tasks differently. For instance, in artificial
language studies, children generally apply categorical rules while adults tend to match the statistical
distribution of variable forms (e.g., Hudson Kam and Newport, 2005, Schuler et al., 2016). Similar differences
have been observed between children and adults in behavioral tasks in other domains of cognition
(Stevenson and Weir, 1959, Weir, 1964, Derks and Paclisanu, 1967). Whatever the nature of these differences
are, it is important to note that adults in naturalistic settings are capable of learning categorical rules as
in their second language however arduously (White and Genesee, 1996). Second, the previous conflicting
findings may be due to the failure to distinguish productive from unproductive processes. In the former,

3Similarly, I have primarily focused on children's production data as evidence for productivity. Other tests are possible but
all come with caveats. The most obvious alternative is comprehension. For instance, (Figueroa and Gerken, 2019) find with
a preferential listening task that sixteen-month-olds can distinguish nonce words from high-frequency and likely familiar
nouns when both are suffixed with -d, e.g., fimmed and trucked. Thus, children at this age know that verbs can appear with
-d but nouns cannot. But this falls short of productivity, which requires that verbs must appear with -d, sometimes with the
irregulars as collateral damage.
such as the English past tense -\textit{d}, rules always apply. In the latter, such as the English irregular past tense, the absence of a productive rule forces (adult) subjects to resort to analogical similarity under experimental conditions — only up to a point, as the discussion of morphological gaps in Section 3.3 will make clear. Such an interpretation of the behavioral results is similar to the findings in the study of categorization — linguistic or otherwise — that abstract categories may co-exist with prototypical exemplars (e.g., Armstrong et al. 1983, Pierrehumbert 2001, Murphy 2004). Again, clear evidence comes from actual languages. For example, despite adult subjects’ willingness to supply and accept irregularized forms, the English language has not added a new irregular verb in a very long time: see Anderwald (2009) for comprehensive discussion of the historical record. All changes in the English verb system in the past few centuries have been familiar pattern of irregular verbs drifting to the regular class (Anderwald, 2013, Ringe and Yang, 2020). Indeed, the English language of the recent past has presented two clear opportunities for the extension of irregular forms. The verb \textit{bing} (from the Microsoft search engine) and \textit{bling} (to display ostentatious jewelry) both take -\textit{d} and are fully regular, despite fitting the most favorable condition for irregularization (Bybee and Moder, 1983, Albright and Hayes, 2003).

3 Productivity in Child Language

In this section we provide a review of the quantitative findings of children’s morphology across languages. A categorical notion of productivity is strongly supported. We once again begin with the well-known case of English past tense.

3.1 Emergence

An idealized depiction of English past tense acquisition is given in Fig 18.1 based on the longitudinal data of “Adam”, a child from Brown’s 1973 study and adapted from Pinker (1995, 116); see also Maslen et al. (2004).

Adam’s irregular verb acquisition follows the well-known U-shaped learning curve (Marcus et al., 1992), a developmental pattern first discussed by Ervin and Miller (1963), Brown (1973), and MacWhinney
Figure 18.1 The developmental trajectory of irregular and regular past tense marking. Irregular verbs, when marked, are initially perfect before children start to over-regularize them, which indicates the emergence of -d productivity. The regular verbs are initially very inconsistently marked with -d in obligatory past tense contexts and become much more consistent at the same time when -d becomes productive.

Prior to 2;11, every irregular verb was used correctly before Adam succumbed to over-regularization and produced the first irregular marking error: What dat feeled like? Because feeled is inconsistent with adult input, it must have been the child’s spontaneous creation. The onset of over-regularization, then, is taken to be the emergence of productivity: the suffix -d in this specific case. Over-regularization errors persist from this point onward and will gradually diminish, due to the cumulative exposure to the irregular forms in the input that will override the productive rule over time. The precise nature of how the irregular verbs are learned and stored is a matter of considerable debate (Rumelhart and McClelland, 1986, Pinker and Prince, 1988, Clahsen, 1999, Yang, 2002) that will not concern us here.

The development of the regular verb past tense marking is also of significant interest although this is often not considered in the same context. An important early observation is due to Ervin (1964): for some regular verbs, children do not mark them at all (and instead use the stem form) in obligatory past tense context until after the appearance of over-regularization of irregular verbs. Similarly, Marcus et al. (1992, Chapter VI)’s longitudinal study shows that before the onset of productivity, children marked both
regular and irregular verbs inconsistently in obligatory contexts, producing numerous examples such as *I see bird just now* and *I walk home yesterday*. Past tense marking rose significantly across the board, for regular and irregular verbs alike, after the -*d* suffix became productive (with over-regularization errors). As Kuczaj (1977, 593) remarks, “Apparently, once the child has gained stable control of the regular past tense rule, he will not allow a generic verb form to express ‘pastness,’ which eliminates errors such as *go, eat,* and *find,* but results in errors like *goed, eated,* and *finded,* as well as *wented, ated,* and *founded.*” A reasonable interpretation of the developmental change is that in the early stage, the child’s regular verbs are lexically specific (i.e. Tomasello 2003) and do not go beyond the scope of the input. Once they discover that -*d* is formally productive, they realize that tense marking is an obligatory feature of their language and use to do so across the board for all verbs. In other words, the child’s *grammar* becomes infinite and systematic after they detect formal productivity that resides in their finite, and necessarily arbitrary, *vocabulary*. Such an inductive step is obviously critical for the acquisition of language; it may also have important implications for children’s conceptual development and change that interacts with language as we discuss in Section 5.2; see Landau (this volume) for general discussion.

The emergence of productivity is a critical milestone in child language, and has rightly become a major focus of research from many theoretical perspectives. These transient moments are no doubt real. There is a moment when the child overgeneralizes a rule for the very first time. And for the acquisition of language specific rules, all learning theories require some accumulation of examples: the child cannot conclude -*d* is productive for all verbs upon hearing only one instance. But these moments are nevertheless difficult to capture in “real time” as the record of individual children’s longitudinal development is never complete. There is also a good deal of individual variation in the development of productivity noted from the very earliest studies of morphological acquisition (Cazden, 1968, De Villiers and De Villiers, 1973, Brown, 1973). For instance, while Adam produced the first instance of over-regularization at 2;11, Eve’s first overuse of -*d* came at 1;10 (*it falled in the briefcase*). Brian, a child in the longitudinal study of (Maslen et al., 2004), over-regularized at 2;5. Abe, another child with extensive longitudinal record (Kuczaj, 1977), overregularized during the first recording session at 2;3 (*he falled*) and his regular past tense marking in obligatory context is already very high (Marcus et al., 1992). A theory of productivity
acquisition must leave room for such extensive individual differences even though, in general, all children eventually converge on the same set of rules; we discuss these matters further in Section 4.1.

3.2 Irregulars and Regulars Across Languages

Once a productive rule emerges, children acquire a systematic aspect of their language while occasionally over-extending its application. The rates and duration of such errors vary from case to case, and from child to child. Earlier corpus studies suggest that 4.2% of the English irregular verbs children produce are over-regularized (Marcus et al., 1992, Pinker, 1995), but later studies have found somewhat higher rates. For instance, Yang (2002) reports a rate of 10% based on approximately 7,000 tokens from four large longitudinal corpora in the public domain (see also Maratsos 2000), and Maslen et al. (2004) find that 7.8% out of about 1,300 tokens produced from a single child are overregularized. The robustness of over-regularization is uncontroversial but the literature has often given an impression that the irregular forms are also frequently extended. As discussed in Section 2, this may be the result of task effects in various behavioral tests for productivity. The evidence from children's naturalistic production, by contrast, unambiguously points to a categorical distinction between regular and irregular processes.

The acquisition of English again provides most detailed evidence. The frequent reference to analogical errors such as *bite-bote, wipe-wope, think-thunk*, etc. (Bowerman 1982, Bybee 1985, Pinker and Prince 1988, Pinker 1999, Ambridge et al. 2015) seems anecdotal: not a single instance can be found in the over 4 million words produced by English-learning children in the CHILDES database (MacWhinney, 2000). The most comprehensive empirical study of analogical errors (Xu and Pinker, 1995) dub these “weird past tense errors” on the basis of their rarity. Xu and Pinker examined over 20,000 past-tense tokens produced by nine children, and only forty weird errors (0.02%) were identified. Similarly, an elicitation study of typically-developing and SLI children also finds that when prompted for past tense of irregular verbs, children frequently over-regularize or leave the verb unmarked, but the stem changes characteristic of irregular verbs are very rare for both groups (Marchman et al., 1999). The drastically different rates of over-regularization and overirregularization suggest that there is a (near) categorical distinction with respect to productivity between productive rules and irregular rules. When children make mistakes,
they almost always employ a default or productive form (e.g., *thinked*) or omit the appropriate form altogether: they almost never substitute with an inappropriate form.

The categorical distinction between productive and unproductive morphological processes is strongly confirmed across languages. For example, in a study that targets the German agreement affixes *-st* (2SG) and *-t* (3SG), Clahsen and Penke (1992) find that while children supply an agreement affix in obligatory context only 83% of the time, almost all the errors are those of omission. When the child does produce an agreement affix, it is almost always the appropriate one (over 98% of the time); inappropriate use (e.g., substituting a *-t* for *-st*) is virtually absent. Similar patterns can be observed in the acquisition of Italian. In a cross-sectional study (Caprin and Guasti, 2009, 31), children in all age groups use a diverse and consistent range of tensed forms. Furthermore, the use of person and number agreement is essentially error free throughout, reaching an overall correct percentage of 97.5%, consistent with previous reports (Guasti, 1993, Pizzuto and Caselli, 1994). Children's impressive command of agreement is most clearly seen in the acquisition of languages with considerable morphological complexities. In a study of morphosyntactic acquisition in Xhosa (Gxilishe et al., 2007), children are found to gradually expand the use of subject agreement across both verbs and noun classes. The rate of marking in obligatory contexts as well as the diversity of the morphological contexts themselves steadily increased. In a process best described as probabilistic, the children often alternate between marking a verb root in one instance and leaving it bare in another, very much like the use/omission alternation pattern reviewed earlier. Crucially, virtually all agreement errors are those of omission: 139 out of 143 or 97.2% to be precise. Substitution errors are again very rare, confirming previous research on languages with similarly complex morphology (Demuth, 2003, Deen, 2005), including polysynthetic languages such as Inuktitut (Allen, 1996).

We turn now to two case studies that focus more specifically on the contrast between regular and irregular morphologies in children’s naturalistic speech. This type of evidence has been accumulating in the literature on the dual-route approach to morphology (Pinker, 1999, Clahsen, 1999), for which a categorical distinction between regular and irregular processes is of central importance. The results are again unambiguous.
The German participle system consists of a productive default -t suffix (fragen-gefragt ‘ask-asked’), as well as an unpredictable set of irregulars taking -n (stehlen-gestohlen ‘steal-stolen’) (Wiese, 1996). In a series of studies, Clahsen and colleagues (Clahsen and Rothweiler, 1993, Weyerts and Clahsen, 1994, Clahsen, 1999) find that children across all age groups overapply the -t suffix to the irregulars, where the reverse usage is virtually absent. Their longitudinal data contains 116 incorrect participle endings, out of which 108 are -t errors (*gekommen instead of gekommen ‘come’, i.e., over-regularization). The rest are irregularization errors such as *geschneien for geschneit (snowed). According to the authors, the overall rate of -t regularization is 10% of all usage, which suggests that the -n irregularization rate is merely 0.75% (based on the 8 -n errors compared to 108 -t errors). The acquisition of German past participles, therefore, is quite analogous to that of English past tense reviewed earlier (Xu and Pinker, 1995), because both point to the productive asymmetry between regulars and irregulars.

The inflection of Spanish verbs provides a complex but highly informative case for exploring productivity in child language. In Spanish, stems generally consist of theme vowels and roots, which are then combined with affixes for inflection. For instance, a finite form of the verb hablar (to talk) is habl-a-ba-ais, which represents the root (habl ‘speak’), the theme vowel (a), the past tense (ba) and the second-person plural (ais). The irregularity in Spanish inflection comes in two broad classes concerning the stem and the suffix respectively. There are some thirty verbs that are highly irregular with the insertion of a velar stop in certain inflections. The majority of irregulars undergo an alternation known as diphthongization, a process which is not limited to verbal morphology (Harris, 1969, Eddington, 1996). However, which verbs undergo diphthongization still must learned on an individual basis: It is possible to find minimal pairs such as contar (‘to count’) and montar (‘to mount’) where the former contains the diphthong (cuento) but the latter does not (monto). And there are a few common verbs that show both diphthongization and velar insertion in some forms. Although inflectional irregularities in Spanish mostly concern the stem, the suffixes are affected as well. For the stem querer ‘to want’, for instance, the 1SG past tense is quise, which involves the stem change noted earlier but also takes an irregular suffix rather than the regular suffix, which would have resulted in quisi. The suffix in the 3SG past tense puso ‘she/he/it put’ is -o and the regular suffix would have formed *pusió.
Clahsen et al. (2002) analyzed the verbal inflections of the fifteen Spanish-speaking children and found strong evidence for a categorical distinction between the regular and irregular inflections.

(3) a. The irregulars: children produced a total of 3,614 irregular verb tokens, out of which 168 (4.6%) are incorrect either in stem formation or suffixation.

   i. Of the 120 stem-formation errors (see below), 116 are over-regularizations and only one is analogical irregularization.

   ii. Of the 133 suffixation errors, 132 are over-regularizations with no occurrence of irregularization.

b. The regulars: children produced 2,073 regular verb tokens, only 2 of which are the inappropriate use of irregular suffixes.

Collectively, then, the rate of analogical irregularization is only 0.001% for all verbs, and also 0.001% for the irregulars: again, orders of magnitude lower than the rate of over-regularization errors. Clahsen et al.'s study does not include errors regarding diphthongs; all the stem-formation errors are failures to use a diphthong when required; it thus does not rule out the possibility of “mis”-diphthongization — for example, the child produces [ie] alternation when the correct diphthong is [ue]. To address this issue, Mayol (2007) provides a finer-grained investigation of inflectional errors focusing more specifically on the types of stem-formation errors and their underlying causes. The speech transcripts of six Spanish-learning children, almost 2,000 tokens in all, fail to yield a single misuse of diphthongization.

3.3 When Productivity Fails

The Wug test puts the unbounded creativity of language in the spotlight but I would be remiss if we left out the corners of grammar where productivity breaks down. In a classic paper, Halle (1973) draws attention to morphological “gaps,” the absence of inflected words for no apparent reason. For instance, there are about seventy verbs in Russian that lack an acceptable first-person singular nonpast form (data from Halle 1973 and Sims 2006).

(4) *lažu ‘I climb’

*pobežu (or *pobeždu) ‘I conquer’
There is nothing in the phonology or semantics of these words that could plausibly account for their illicit status, yet native speakers regard them as ill-formed. Such unexpected failure of productivity is in fact widely attested in the world's languages (see Baerman et al. 2010 and Fanselow and Féry 2002 for surveys). Even the relatively impoverished morphology of English contains gaps. For example, most speakers are not sure about the past tense form of the verb forgo (forgoed or forwent) or the past participle of the verb stride (strided or stridden) (Pullum and Wilson, 1977). Similarly, in most dialects of English, the negative clitic -n't cannot be contracted to the auxiliary/modal verbs am (*I amn't) and may (*you mayn't) in the manner of haven't, needn't, and don't (Zwicky and Pullum, 1983). In other words, children learning these English dialects must fail to learn a productive rule for these words in order to acquire the dialects correctly. Finally, as Halle (1973) notes, gaps show that there is no inherent productivity distinction between inflectional and derivational morphology: that the former tends to be productive and the latter tends not to must be captured by the language learning rather than some architectural property of the grammar.

The failure of morphological productivity has only received scant attention in the acquisition literature. In an important study, Dąbrowska (2001) shows that in Polish, masculine nouns in the genitive singular either take an -a or -u suffix. A corpus analysis of child-directed Polish shows that -a is the numerical majority, covering over 65% of the nouns, but fails to become the productive default; see Section 4.3 for details. Loanwords, for example, take on -a and -u in unpredictable fashion. And native speakers have to resort to brute-force memorization of noun-specific suffix, a process that extends well into teenager years (Dąbrowska, 2005), as the choice of the suffix seems arbitrary (Mausch, 2003, Westfal, 1956). The Polish genitive system, and the phenomenon of gaps more generally, pose considerable challenges to many leading theories of language and language learning. It suggests that child learners should not presuppose the existence of a default rule — and look for it — as presumed by the dual-route model of morphology (Clahsen, 1999, Pinker, 1999). Likewise, the absence of a default also poses challenges to
competition-based theoretical frameworks such as Distributed Morphology (Halle and Marantz 1993) and Optimality Theory (Prince and Smolensky 2004) in which a winning form is always expected to emerge.

In summary, we have seen cross-linguistic evidence that when learning morphology, children draw a categorical distinction between productive and unproductive processes. These results conform with the traditional notion of productivity (Bloch, 1947, Nida, 1949, Botha, 1969, Bauer, 1983), and are at odds with the recent claim of gradience along a continuum of productivity (Jackendoff, 1996, McClelland and Bybee, 2007). That is not to say that productivity holds uniformly across individual speakers in all cases: a rule may be categorically productive for some speakers but categorical unproductive for others. We have already seen examples of this: at the age of 2;6, for instance, -d was categorically unproductive for Adam but categorically productive for Eve. But if the individuals' productivity measures are pooled (as is frequently the case in experimental research), or the productivity test is inherently gradient (Section 2), it may give rise to the impression that productivity lies on a continuum. The categorical distinction between productive and unproductive processes, extensively supported across languages, should not be surprising: similarity-based analogies, which children steadfastly avoid, would not give rise to a stable and usable language shared by a community of speakers.

Returning to our Saussurean theme, the emergence of productivity allows the child to form generalizations beyond their finite, and to a great extent, arbitrary experience. Furthermore, productivity must overcome another layer of arbitrariness: the irregular verbs, which derive from historical change but form essentially an arbitrary list, must be overcome for children to derive the -d rule. How, then, do children pick out just the productive rules in their language? Fortunately, the acquisition evidence reviewed this section places severe constraints on the space of possible models.
4 The Learnability of Productivity

4.1 Developmental constraints on learnability

The preceding section can be viewed as a descriptive study of productivity from a developmental perspective: the child knows A at age X but B at age X+Y. The learnability of productivity aims to provide a more complete explanation (Chomsky, 1965): What kind of learning mechanisms, acting on what kind of linguistic data, can facilitate the transition from A to B during the time span of Y?

A description of productivity thus provides a set of design specifications for a learning-theoretic account, for which the psychological nature places additional constraints. For example, a descriptive account of productivity can be pursued with whatever methodological tools at the scientist's disposal such as those reviewed in Section 2 and 3: corpus statistics, behavioral studies, observations of language change over time, etc. But children learning languages are much more resource-limited. They have no access to information such as “This is an irregular verb” or “That's a productive rule”, or indeed behavioral or statistical correlates of productivity (e.g., that the reaction time of processing productive generally does not show whole-word frequency effects; Ullman et al. 1997, Clahsen 1999). Rather, they are presented with a finite set of words that undergo an assortment of morphological processes: they must be able to determine which ones can, and cannot, generalize beyond the input. Finally, a learning theory must have plasticity to leave room for individual variation in language development, as reviewed by Potter and Lew-Williams (this volume), while ensuring the final outcome to be generally uniform across individuals.

To illustrate this point, consider the first verbs produced by the six children in the Providence Corpus (MacWhinney, 2000). The biweekly recording sessions started at 1;0 and therefore provide a reasonable approximation of the children's vocabulary growth. Using the morphological annotation in the corpus, I extracted the first 150 unique verb stems produced by these children in longitudinal order, divided into six sets with a size increment of 25 verbs, and the Jaccard similarities are computed for children's verb vocabulary.\textsuperscript{4} Fig 18.2 reports the mean value and standard deviation across the 15 pairwise comparisons for the six stages.

\textsuperscript{4}For each pair of children, the Jaccard similarity is the ratio between the size of their vocabulary intersection and the size of their vocabulary union.
The individual differences across children are significant, especially during the early stages. We may never be able to predict exactly which word a child learns, but a theory of productivity must be able to “normalize” such differences to ensure an essentially uniform outcome of language learning, which has been abundantly documented in the quantitative study of language variation and change within speech communities (Labov, 1972, Labov et al., 2006).

There has been no shortage of learning models of productivity. The so-called past tense debate, which has engendered much of the research on morphological productivity and its acquisition, was ignited by Rumelhart and McClelland’s connectionist network to model English past tense (1986). At a high level, the network model was able to reproduce the U-shaped learning curve in child language development, i.e., an initial stage of conservatism followed by the emergence of productivity which results in over-regularization. However, the Rumelhart and McClelland model makes unpredictable errors that are unattested in child learning when trying to handle regular forms, such as *mumbled* for the past tense of *mail* (Pinker and Prince, 1988). While the specifics of these problems have been addressed with further improvements to this class of models (Plunkett and Juola, 1999), the core tension between productive and unproductive morphological processes remains.

The categoricity of productivity in child language acquisition documented in the previous sections
has almost completely escaped the attention of learning research. While every effort to model morphological learning has (rightly) focused on the over-regularization phenomenon, the absence of over-irregularization in child language has never been taken into account, save a brief comment in Marcus (1995, 277) that connectionist models produce similar rates for both. Indeed, the failure to distinguish productive and unproductive patterns has been a persistent feature of computational models of morphological learning. For example, a recent computational study by O'Donnell (2015) tests several (nonconnectionist) models of past-tense learning. Most models are reasonably successful at passing the Wug test for regular verbs, but they all produce a high number of analogical forms on the basis of the existing irregulars: the best overall model produces 10% of overirregularization patterns on novel items, which is orders of magnitude higher than the overirregularization rate by human children (Xu and Pinker, 1995). The reason for these failures appears to be the inclusion of token frequency of words in the modeling effort. Because irregular verbs in English are quite frequent, they can lead the model to assign/reserve a large probability mass to the irregular morphological processes, in effect matching the frequencies in the input. As a result, irregular forms are analogized when models are presented with nonce words, especially those similar to existing irregulars, in contrast with the virtual absence of analogical errors by children.

Nevertheless, important insights have emerged from connectionist models, which actually converge with ideas from linguistic theorizing. It was long recognized that productivity is the result of high, and indeed, dominant coverage of words. For instance, a classic text states that “(a) form which is statistically predominant is also likely to be productive for new combinations” (Nida, 1949, 45), and the regular suffix -ed in English is explicitly identified with statistical majority (Bloch, 1947). In the first comprehensive study of morphology in generative grammar, Aronoff (1976, 36) quantifies the productivity of a word-formation rule (WFR) as follows: “we count up the number of words which we feel could occur as the output of a given WFR (which we can do by counting the number of possible bases for the rule), count up the number of actually occurring words formed by that rule, take the ratio of the two and compare this with the same ratio for another WFR.” Early psychological research on children's morphology contains similar proposals (Ivimey, 1975, MacWhinney, 1978), and that is also how Rumelhart and McClelland (1986) modeled English past tense. They first presented the network with a small sample of 10 verbs
with a dominant majority of 8 irregular verbs, before a sudden influx of a much larger sample of 420 verbs with a dominant majority of 334 regular verbs. The legitimacy of these modeling assumptions aside (see Pinker and Prince 1988 for discussion), the accumulation of a critical mass of regular verbs to overwhelm the irregulars is the driving force for the emergence of productivity (Marchman and Bates, 1994).

A statistical majority (of types) will surely identify -d as the productive rule for English past tense: there are over 100 irregular verbs, somewhat fewer in regular circulation, and there are thousands more that take -d. But this strategy fails as a general principle for productivity learning. On the one hand, there are morphological gaps such as the Polish masculine genitive reviewed earlier: the suffix -a is by far the majority (65%) yet it fails to achieve productivity. On the other, there are cases such as the German noun plural system, where the suffix -s is clearly productive – along with at least some of the other suffixes – while not covering only a tiny proportion of nouns in the language (see Section 4.3). The Tolerance Principle is a model that formalizes the traditional insights into a unified solution for productivity.

4.2 The Tolerance Principle

Learning a language requires discovering rules that generalize beyond a finite sample of data. The Tolerance Principle (Yang 2005, 2016b; henceforth TP) is a theory of how such generalizations are formed. Specifically,

(5) Let a rule $R$ be defined over a set of $N$ items. $R$ is productive if and only if $e$, the number of items not supporting $R$, does not exceed $\theta_N$:

$$e \leq \theta_N = \frac{N}{\ln N}$$

If $e$ exceeds $\theta_N$, then the learner will learn these by lexically specific means and not generalize beyond them: that is, $R$ is unproductive. Here I use the term “rule” as a theoretical-neutral term to denote a function that maps an input item to an output item. The function may be partial, as it must be for the case of morphological gaps reviewed in Section 3.3.
The TP builds on the intuition in the discussion of learning models earlier, that rules must "earn" productivity by the virtue of being applicable to a sufficiently large number of candidates it is eligible for. If there are 10 examples and all but one (9/10) support a rule, generalization ought to ensue. But no one in their right mind would extend a rule on the basis of 2/10: the learner should just memorize the two supporting examples. Productivity is a calibration of regularities and exceptions — crucially with respective to word types rather than tokens. The reader is referred to Yang (2016b) for the empirical motivation and formal analysis behind of the TP.

Table 1 provides some sample values of $N$ and the associate threshold values $\theta_N$. Note that $\theta_N$ decreases quite sharply as a proportion of $N$, which suggests that rules defined over a smaller vocabulary can tolerate relatively more exceptions, and are thus easier to learn. This has interesting consequences for language development and provides a theoretical underpinning for the idea of “less is more” (Newport, 1990, Elman, 1993, Yang, 2018) which will not be pursued here.

Table 1 The maximum number of exceptions for a productive rule over $N$ items.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\theta_N$</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>40.0</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>35.0</td>
</tr>
<tr>
<td>50</td>
<td>13</td>
<td>26.0</td>
</tr>
<tr>
<td>100</td>
<td>22</td>
<td>22.0</td>
</tr>
<tr>
<td>200</td>
<td>38</td>
<td>19.0</td>
</tr>
<tr>
<td>500</td>
<td>80</td>
<td>16.0</td>
</tr>
<tr>
<td>1,000</td>
<td>145</td>
<td>14.5</td>
</tr>
</tbody>
</table>

In contrast to most if not all learning models in linguistics and psychology (e.g., Shepard 1987, Anderson 1991, Nosofsky et al. 1994, Tenenbaum and Griffiths 2001), the TP is parameter free. Productivity is determined by two input values (i.e., $N$ and $e$) that are word counts in an individual learner's vocabulary, and a categorical prediction is made without the need for parameter tuning or curve fitting. While the TP is a claim about all language learners, it clearly allows room for variation in the transient stages of language acquisition as well as in the stable grammars of individual speakers. The relationship between $N$ and $e$, which may change during the course of language acquisition, determines the status of the rule. If $e$ is
very low as a proportion of \( N \), then children may rapidly conclude that a rule is productive. Otherwise, a protracted stage of conservatism may ensue, which may be followed by the sudden onset of productivity. It is also possible that no rule ever reaches the productivity threshold; gaps and other phenomena of ineffability arise.

To apply the TP, it is important to obtain reliable estimates of \( N \) and \( e \), ideally at the individual level. This is possible in the controlled setting of artificial language learning, as the items children are exposed to are under the complete control of the researcher. For instance, Schuler et al. (2016) taught children the labels for nine objects. In one condition, five of the nouns share a plural suffix and the other four have individually specific suffixes. In another condition, the split was three and six. Children were given a novel label in the singular in a Wug-like test afterwards: generalization was observed in the 5/4 condition but not in the 3/6 generalization, as the TP predicts that 9 items can only tolerate 4 exceptions. In a further variation (Schuler, 2017), children were given a vocabulary test to assess their \( N \) and \( e \), which subsequently confirmed personalized predictions of the Tolerance Principle. The TP has also been shown to be effective for even younger subjects on a passive language task (Koulaguina and Shi, 2019) where again the vocabulary size and composition can be carefully controlled.

In general, however, vocabulary estimation of language learners is difficult. The challenge is even more formidable when a child-directed speech corpus is not available. Nevertheless, there are several mitigating factors such that the data poverty problem is not debilitating. On the one hand, child language, at least the core aspects of the grammar such as morphology and word order, is acquired very early, at an age where the vocabulary size is at most just over 1,000 items (Hart and Risley, 1995, Szagun et al., 2006). On the other, there is converging evidence that lexical frequency can help to provide a reasonable approximation of vocabulary. Nagy and Anderson (1984), for instance, estimate that most English speakers know words above a certain frequency threshold (about once per million). Developmentally, it is also known that children’s vocabulary acquisition correlates with word frequencies in child-directed speech (Goodman et al., 2008), especially for open-class words, the primary arena of rule productivity. These two considerations suggest that the bulk of young children’s vocabulary can be found in the most frequent words in the language. For instance, the Chicago Corpus, a large longitudinal study of vocabulary acquisition
by 62 children (Rowe and Goldin-Meadow 2009; listed as an appendix of Carlson et al. 2014), produced a list of words assessed to be available to most English-learning children prior to 50 months. The vast majority can be found in the top 1,000 most frequent words in child-directed speech (MacWhinney, 2000). Finally, the calibration of productivity under the TP deals with the type frequency of words, and more specifically, the proportion of e relative to N. It is immaterial exactly what these words are, or how frequently they appear — assuming, of course, they are frequent enough to be learned by young children. Therefore, while different learners necessarily know different words, for obvious and non-obvious reasons (Fig 18.2) their grammars may still be the same if the relative proportions of N and e fall on the same side of productivity. As Kodner (2019) shows for a cross-linguistic/genre study, the vocabulary necessary for children’s rule learning can be effectively bootstrapped from adult corpora; the simulated samples almost always result in the same rules. The TP can thus apply, at least as a suggestive model for rule learning even in the absence of precise vocabulary data from child learners.

4.3 Applying the Tolerance Principle

The application of the TP is a typical example of the hypothesis testing approach to language learning (Chomsky, 1965, Wexler and Culicover, 1980, Berwick, 1985, Trueswell et al., 2013). The learner detects a hypothesis, i.e., a rule R, and then tests its productivity numerically with the quantity of N and e. If R is productive, the learner will generalize it; otherwise the learner will attempt to formulate a different rule and the process repeats.

It is important to emphasize that the formation of a hypothesis and its subsequent evaluation are in principle two independent processes. For concreteness, consider linguistic rules of the form:

(6) R: IF A THEN B

where A provides the structural description for R which, if met, triggers the application of B, the structural change. Quite generally, learning can be framed as a search problem that identifies the structural descriptions of the items that undergo a specific structural change. All explicit learning models in the study of language (e.g., Chomsky, 1955, Ivimey, 1975, Berwick, 1985, Skousen et al., 2002, Albright and Hayes, 2003) as well
as from adjacent fields such as artificial intelligence (Mitchell, 1982, Cohen, 1995, Yip and Sussman, 1997, Daelemans et al., 2009) and cognitive psychology (Medin and Schaffer, 1978, Feldman, 2000, Osherson and Smith, 1981) converge on a shared insight: inductive learning must proceed conservatively, drawing minimal generalizations from the data. For concreteness, we illustrate the inductive process using the Yip-Sussman model (Yip and Sussman 1997 and extended by Molnar 2001) on the familiar example of English past tense.

The learner constructs rules as mapping relations between input (stem) and output (past tense). Both input and output are represented as a linear sequence of phonemes specified by their distinctive features in the Yip-Sussman model but we will use English orthography for ease of presentation. The operation of the model is presented in Fig 18.3 with a sequence of input words that becomes incrementally available to the learner.

![Diagram of the Yip-Sussman model](image)

The learning of the regular rule (-d) adapted from Molnar 2001.

The model from ever more inclusive generalizations over the phonological properties of the verbs that take -d. Eventually, it concludes that -d has no restrictions whatever (*'s all around in Fig 18.3) the generality of a rule is directly related to the diversity of words it applies to.
Generalization-based models as in Fig 18.3 do not have the capacity to distinguish productive from unproductive rules. Indeed, when executed on English, it produces rules in (7) in addition to the -d rule:

(7)  
- a. Rime → ɔt/ _ (e.g., think-thought, catch-caught, buy-bought, bring-brought, seek-sought, fight-fought, teach-taught)  
- b. d → t / en _ (e.g., bend-bent, lend-lent, spend-spent)  
- c. ɪ → æ / _ ɪ (e.g., sing-sang, ring-rang)  

These rules, however, are not constrained for productivity. For example, the high degree of heterogeneity for words in (7a) results in a rule that places no restrictions on its application, such that any verb take on “ought” for past tense, which is clearly illicit. Similarly, the rule (7b) would replace /d/ with /t/ for verbs with the rime /end/, erroneously turning blend into blent, mend into ment, and end into ent, which no English speaker does.

The TP effectively places a cap on the productivity of rules. The rules in (7) have open-ended scopes of application but they would be almost immediately assessed as unproductive: the number of items that follow the rules is a tiny fraction of those that fit the structural description but do not the rules. It is especially interesting to study rules such as (7c), namely the verbs that end in /ŋ/ (‘-ing’), the only kind that adults but only in experimental conditions feel the temptation to irregularize (Bybee and Moder, 1983, Albright and Hayes, 2003). There are only 14 such verbs in English that fall into this category:

(8)  
- a. “ought”: bring (1)  
- b. ɪ → æ / _ ŋ: sing, ring, spring (3)  
- c. ɪ → ʌ / _ ŋ: swing, string, sting, fling, cling, sling, wring (7)  
- d. Regular: wing, zing, ding (3)  

None of these patterns, including the plurality pattern (8c), is numerically large enough to achieve productivity because the maximum number of exceptions is only $\mathcal{G}_{14} = 5$. It is clear, however, that the TP leaves room for individual and dialect variation (Herman and Herman, 2014). If a learner happens to receive input data where an overwhelming majority – as determined by the numerical relationship between $N$
and e – then the speaker can achieve productivity for patterns that are not productive in the “standard” English variety.

The -d suffix, by contrast, can easily clear the threshold: for some 100 irregular verbs, some 650 regular verbs are sufficient to establish productivity. However, the numerical condition of the TP (Table 1) suggests that this will be a protracted development. Of the top 200 verbs inflected in the past tense (MacWhinney, 2000), 76 are irregulars. Because \( \theta_{200} \) is only 37, it follows that children who know some 200 most frequent verbs cannot recognize the productivity of -d despite its statistical predominance. Productivity can only result when the number of regular verbs thoroughly overwhelm that of irregulars, as the TP provides a precise measure of the critical mass necessary for productivity suggested in the previous literature (Ivimey, 1975, Rumelhart and McClelland, 1986, Marchman and Bates, 1994). The individual differences in the emergence of productivity (e.g., Adam and Eve reviewed in Section 3.2) appears to the children's vocabulary size (Yang, 2016b, Section 4.1.2).

The TP can be applied fairly mechanically, provided that the researcher can identify plausible generalizations from the data on the basis of independently motivated developmental assumptions while quantifying the vocabulary counts that follow or defy such generalizations. It is intended to operate for productivity calculation on all linguistic levels. For instance, phonological alternation, typically described as allophonic rules, may also have exceptions. A well-known example is the Philadelphia “short-a” system (Labov, 1989). It tenses /æ/ in a well-defined set of morpho-phonological contexts but there are lexically specific exceptions. While /æ/ is lax before voiced stops, mad, bad, and glad tense, and while /æ/ productively tenses before tautosyllabic front nasals, three high frequency irregular past tense forms, i.e., ran, swam, and began, do not. The rules and their exceptions are all reliably acquired by native Philadelphia speakers Roberts and Labov (1995), and the TP can be applied to account for how the distribution of /æ/ is acquired and how it may change over time as the input experience changes (Sneller et al., 2019).

When a rule defined over a set of words fails to reach productivity, the set will be partitioned further and productive patterns may be detected within the resulting subsets. From a cross-linguistic perspective, such recursive application of the TP is likely the norm: morphological systems in general have “nested” patterns where productivity is defined over complementary distributions of words along some structural
dimension (e.g., phonological, semantic, gender, and what is descriptively known as conjugations and declensions), as the simple default-plus-exception case of English past tense being an anomaly. As an illustrative example, consider the distribution of the noun plural suffixes in German: -s, -n, -e, -er, and -ø (the null suffix). Notably, the -s suffix covers only a small minority of nouns. Table 2 provides the statistics based on some 450 highly frequent noun plurals from child-directed German speech. The distribution of the suffixes is similar to data from larger corpora (e.g., Clahsen, 1999). This is a significant fact, suggesting that grammatical rules acquired from a child-sized vocabulary would generalize to larger data sets.

Table 2  Distribution of noun plural suffixes for highly frequent nouns in child-directed German

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Types</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>-ø</td>
<td>87</td>
<td>18.9</td>
</tr>
<tr>
<td>-e</td>
<td>156</td>
<td>34.1</td>
</tr>
<tr>
<td>-er</td>
<td>30</td>
<td>6.5</td>
</tr>
<tr>
<td>-n</td>
<td>172</td>
<td>37.5</td>
</tr>
<tr>
<td>-s</td>
<td>13</td>
<td>2.8</td>
</tr>
</tbody>
</table>

An application of the TP clearly will not identify a productive suffix in Table 2 since none is anywhere near requisite threshold. Yang (2016b) reports several detailed case studies of this type: when children fail to discover a productive rule over a set of lexical items, they will subdivide the set along some suitable dimension and apply the TP recursively. For the German plural system, the relevant dimensions are gender (Mills, 1986) and the phonology of the final syllable (e.g., Wiese 1996), which children appear to acquire in conjunction (Szagun et al., 2007). Applying to the TP to the subdivided classes of nouns in Table 2 produces the correct results. The net effect is that almost all nouns are predictably accounted for by the four suffixes: each suffix will still have exceptions but the number of them fall under their respective tolerance threshold. For example, 146 out of the 166 feminine nouns take the -n suffix, easily clearing the threshold (134): the remaining 20 would be memorized as exceptions to the feminine rule, which children indeed occasionally over-regularize with -n (Gawlitzek-Maiwald, 1994, Elsen, 2002). The remaining non-feminine nouns, however, still do not productively support any of the suffixes, but further partitioning by gender (masculine vs. neuter) and the phonological condition on the final syllable yields
productive rules for -ø, -e, and -er, although each rule has exceptions that must be rote-memorized. This removes almost all nouns from consideration when it comes to the -s suffix, which has no structural restrictions on the noun and thus becomes the default.

Finally, recall that the TP tolerates a relatively low level of exceptions (as indicated by the logarithmic function; see Table 1). This accounts for the protracted development of productive rules with many and especially high frequency exceptions (e.g. -d) and will also detect the absence of productivity when none of the alternations meets the threshold. As noted in Section 3.3, the phenomenon of morphological gaps is difficult to account for by acquisition and theoretical models that assume the existence of a productive default. It similarly poses challenges for learning models especially those probabilistic in nature (e.g., Rumelhart and McClelland, 1986, Skousen, 1989, Albright and Hayes, 2003, Tenenbaum et al., 2011, O'Donnell, 2015), that produce the most favored output or sample from alternatives.

Consider again the Polish masculine genitive singular (GEN.SG) suffixes, where neither -a nor -u is productive and the learner must resort to rote learning (Section 3.3). In contrast, the genitive plural (GEN.PL) for masculines is unproblematic: the default suffix is -ów with a small number of exceptional nouns taking -i/-y. Children acquiring Polish make very few errors in the genitive singular (GEN.SG), and frequently overextend -ów in the GEN.PL., just as this description leads us to expect (Dąbrowska, 2001). Applied to noun stems found in child-directed Polish, the TP provides a straightforward account of both patterns, summarized in Table 3; see Gorman and Yang (2018) for details.

Table 3 Distributions of genitive suffixes on Polish masculine nouns, the productivity predictions of the Tolerance Principle, average frequency (mean number of tokens per million words), and children's error rates

<table>
<thead>
<tr>
<th>Suffix Types</th>
<th>Productive?</th>
<th>Avg. freq.</th>
<th>Child error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEN.SG:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-a</td>
<td>837 (62%)</td>
<td>No</td>
<td>7.2</td>
</tr>
<tr>
<td>-u</td>
<td>516 (38%)</td>
<td>No</td>
<td>8.8</td>
</tr>
<tr>
<td>GEN.PL:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-ów</td>
<td>551 (90%)</td>
<td>Yes</td>
<td>6.5</td>
</tr>
<tr>
<td>-y/-i</td>
<td>61 (10%)</td>
<td>No</td>
<td>11.4</td>
</tr>
</tbody>
</table>

For the singulars, neither -a nor -u can be productive because the maximum number of exceptions is 187 (1353/ ln 1353). The absence of a productive suffix offers no opportunity for over-regularization and children's performance on both suffixes is consistently high. For the plural, however, the productivity
of the -ów suffix is unperturbed by the presence of 61 exceptions that fall far below the threshold of 95 (612/ln 612). It thus serves as the attractor for over-regularization: to wit, -i/-y nouns have the highest error rates by far, even though they have a higher average frequency in child-directed Polish.

5 From Form to Meaning

The conception of productivity in this review, and the learning-theoretic approach to it, take the position that the formal system in language is established by distributional means from the input (Harris, 1951, Chomsky, 1955, 1957). If so, we may begin to contemplate how it figures into the traditional conception of language and cognition. On the one hand, a learning model capable of capturing linguistic generalizations from the input data may change the perspective on explanatory adequacy (Chomsky, 1965). A primary motivation for domain specific principles of Universal Grammar is to constrain the child's hypothesis space and eliminate logically possible but empirically unattested options. But such principles may be dispensible if the learning model can prevent wild hypotheses all by itself. Children would not even attempt to generalize a property from two verbs to twenty or one hundred; see the discussion of (7). And crazy rules – e.g., only verbs ending in nasals can passive – would be instantly rejected even if they were entertained by the learner. The net result would be a simpler theory of Universal Grammar (Berwick and Chomsky, 2016). On the other, and pursuing the Sausurrean theme that the formal correspondences between linguistic form and meaning bring order to thought, it is possible that the acquisition of productivity, which crucially depends on experience (e.g., N and e), may result in differential trajectories in children's conceptual development across cultures – as a result of their language (Yang, 2016a). In this final section, I will briefly discuss one case study from each direction,

5.1 Productivity and Linguistic Theory

Consider a well-known problem in the acquisition of argument structure and syntax-semantic mapping, the English double-object construction (Baker, 1979):

(9) a. John told the students a story.
b. *John said the students a story.

c. John offered the students a book.

d. *John donated the students a book.

e. John promised the students a pizza.

f. *John delivered the students a pizza.

A substantial linguistic literature is concerned with providing precise characterizations of these verbs and their structural properties, to an extent that their distributional patterns as (9) can be predicted; see Harley and Miyagawa (2017) for a recent review. Likewise, the language acquisition literature (e.g., Pinker, 1989, Levin, 1993) assume (innate) mapping relations between the semantic properties of verbs and their syntactic manifestations; see Jackendoff and Alexiadou (this volume) for an overview of lexical semantics and its relation to syntax. The verbs in (9) indeed fall in the semantic class “caused-possession” (Green, 1974) but that is clearly only a necessary condition and not a sufficient one. In fact, Levin (1993) lists nearly 250 English caused-possession verbs but only less than half participate in the double-object construction, with a high degree of lexical idiosyncrasy as illustrated in (9), and presumably individual speaker variation as well.\(^5\) Moreover, while all languages appear to have the semantic class of “caused possession”, their syntactic distributions differ widely. In Korean, for example, the equivalent of the double-object construction is restricted to a handful of verbs (Jung and Miyagawa, 2004), and there are languages such as Chamorro that disallow the double-object construction altogether (Chung, 1998). Whatever innate syntax-semantic mapping is available, learning from language specific and lexically idiosyncratic data is inevitable.

While children must be able to grasp the concept of caused possession and form verb semantic classes, it does not seem necessary to assume that they also need to have any prior expectation of the syntactic construction associated with these verbs. In fact, a minimalist distributional learning model of hypothesis formation and testing can be proposed:

\(^5\)In the history of English, the syntactic distributions of these verbs have changed considerably even though their meanings have remained stable (e.g., Visser, 1963, Mitchell, 1985).
(10)  a. **Observation:** A child learner observes a set of verbs $V_1, V_2, \ldots, V_M$ that participate in the syntactic construction “$V$ NP NP.”

b. **Hypothesis formation:** The learner proceeds to inductively identify a semantic class $C$, over the verbs $V_1, V_2, \ldots, V_M$.

c. **Hypothesis testing:** The learner identifies the total number of verbs $(N, N \geq M)$ in their vocabulary that belong in the semantic class $C$.

   • If $(N - M) < \theta_N$ then the learner extends the use of double objects to all members of $C$.

   • Otherwise the learner lexicalizes the $M$ verbs as allowing double-objects but will not extend the construction to any other item.

The model in (10) can be deployed on corpora representative of language acquisition data. A five-million-word corpus of child-directed English (MacWhinney, 2000) contains 42 verbs that appear in the double-object frame “$V$ NP NP” (Observation; 10a). Of these, 38 have the clear semantic property of caused possession: the 4 exceptions are the performative verbs call, consider, name, and pronounce, which nevertheless fall below the Tolerance threshold $(42/\ln 42 = 11)$. These generalizations can in principle be derived automatically by models such as the Yip-Sussman learner (Fig 18.3) if the semantics of verbs is decomposed into more primitive feature representations as in the structuralist tradition of componential analysis (e.g., Nida, 1975) and its modern descendants (Fillmore, 1968, Dowty, 1979, 1991, Jackendoff, 1990). Thus, the **hypothesis formation** step (10b) succeeds as the learner may conclude that the caused possession verb class is a necessary condition for the double object construction. In the **hypothesis testing** step (10c), the learner would evaluate all of the verbs in their vocabulary with the semantics of caused possession — 49 from the corpus — to see if the subset actually attested in the construction (i.e., 38) is sufficient for generalization: just about, as 37 is required $(49 - 49/\ln 49)$. In other words, a reasonable sample of English input data supports a productive correspondence between the semantics of caused possession and the syntax of the double-object construction. The well-documented errors in child English (Bowerman, 1982, Gropen et al., 1989) such as *I said her no*, *Shall I whisper something*, *I am going to deliver you some milk*, etc. are thus expected.
To get a more complete picture of the English speaker’s knowledge of the construction and to account for the distributional patterns in (9), we need to go beyond the child-directed sample and approximate the linguistic input of a typical speaker. Bootstrapping off CHILDES into larger corpora (see Yang 2016b, 207ff for details), we can obtain a list of dative verbs, sorted by frequency, that provides important insight on how productivity changes as a function of the learner’s vocabulary.

Table 4 Caused-possession verbs and their expected distribution in the double-object construction.

<table>
<thead>
<tr>
<th>Top N</th>
<th>Yes</th>
<th>No</th>
<th>Productive?</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>20</td>
<td>17</td>
<td>3</td>
<td>Yes</td>
</tr>
<tr>
<td>30</td>
<td>26</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td>40</td>
<td>30</td>
<td>10</td>
<td>Yes</td>
</tr>
<tr>
<td>50</td>
<td>34</td>
<td>13</td>
<td>No</td>
</tr>
<tr>
<td>60</td>
<td>39</td>
<td>21</td>
<td>No</td>
</tr>
<tr>
<td>70</td>
<td>43</td>
<td>27</td>
<td>No</td>
</tr>
<tr>
<td>80</td>
<td>46</td>
<td>24</td>
<td>No</td>
</tr>
<tr>
<td>92</td>
<td>50</td>
<td>42</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 4 shows that if a child only learns from the most frequent dative verbs, such as those found in CHILDES, the double object construction will be deemed productive because the vast majority of these verbs — sufficiently many as assessed by the TP — will be attested in the construction. Indeed, the semantics of the most frequent verbs have very salient manifestations in language use that involve the physical transfer of objects (e.g., give, hand, bring, throw) or the transmission of information (e.g., tell, ask, read), which may help the child to quickly form the semantic generalization of caused possession as described in the hypothesis formation step in (10b). However, as the learner’s vocabulary expands, the construction will no longer meet the productive threshold: the hypothesis testing step in (10c) eventually fails. The learner will then retreat from the over-generalization and lexically memorize those verbs that do participate in the construction: “I said you something” will then disappear. Under the TP approach, the learner has only one hypothesis at any time: the grammar is either productive or not. Thus, the conundrum that arises from choosing between an unproductive hypothesis and a productive hypothesis is not an issue, sidestepping the Subset Problem and the ineffective use of indirect negative evidence (Yang, 2017).
If this line of approach is correct, then children can directly acquire language specific rules that grammaticalize conceptual categories and relations such as animacy, causation, intentionality, quantity, etc. These categories and relations are likely innately available to the pre-linguistic infants (Leslie and Keeble, 1987, Gergely et al., 1995, Kotovsky and Baillargeon, 1998, Woodward, 1998, Feigenson et al., 2004, Sommerville et al., 2005, Spelke and Kinzler, 2007, Carey, 2009); they are also invoked as primitives as in the decompositional representation of linguistic meaning (Fillmore, 1968, Dowty, 1991), to which generalization models such as Fig 18.3 and principles of productivity assessment such as the TP can apply. Importantly, recall that children acquire the core syntax-semantics rules very early (Brown, 1973, Golinkoff et al., 1987, Naigles, 1990); it must have been done on a relatively smaller vocabulary, under which the TP would be especially robust and effective. This reduces the need for an innate, universal, and highly domain-specific theory of syntax and semantics mappings, which in any case would be difficult to maintain given the level of lexical idiosyncrasy across languages (Pinker, 1989, Borer, 1994, Levin and Hovav, 1995).

5.2 Productivity and Conceptual Development

As a final example, consider the development of number concepts in children (Gelman and Gallistel, 1978, Dehaene, 2011). Despite the apparent connection between natural language and natural number (Chomsky, 1988), and in contrast to the very early acquisition of language, children develop number knowledge in a protracted fashion (Feigenson et al., 2004, Carey, 2009). While very small numbers can be understood innately (Wynn, 1992) or by direct experience (e.g., counting objects; Mix et al. 2002), the concept of large numbers can only be obtained via generalization: specifically, the Successor Function, that every number is followed by another number exactly one greater. The impact of language in children’s understanding of number has long been noted (Hale, 1975, Miller et al., 1995, Fuson and Kwon, 1991, Siegler and Mu, 2008, Gordon, 2004, Pica et al., 2004) although the underlying causal mechanism has remained obscure.

The Successor Function is a semantic relation that holds between two number concepts. If, by hypothesis, semantic systematicity can only follow from formal systematicity, then the Successor Function
can only be acquired when the child establishes the systematic formal relation between successive placeholder expressions (i.e., numerals) that represent the concepts. This is strongly analogous to the acquisition of linguistic rules that have exceptions. As discussed in Fig 18.1, children's consistency of tense marking in obligatory context increases significantly after the very first instance of over-regularization, i.e., the discovery that \(-d\) is formally productive. Prior to that point, their knowledge of tense marking, and perhaps the notion of “pastness”, appears to be lexically specific (Ervin, 1964, Kuczaj, 1977, Marcus et al., 1992).

As previously observed (Fuson, 1988), English numerals have 17 expressions (1-13, 15, 20, 30, 50) that require some kind of rote memorization as they do not conform to the transparent structure of digit in combination with teens and decades. To discover the productive rules for counting, the child must learn a sufficiently large number of “regular” numerals to overcome the 17 exceptions. The problem of learning to count, then, reduces to a problem of productivity in language acquisition. According to the Tolerance Principle, English-learning children need to count to at least 73 to learn the English numeral rules as \(N = 73\) is the small \(N\) such that \(N/\ln N = 17\). This prediction receives support from the study of children's counting sequences (Fuson, 1988): once English-learning children can count to the 70s, they generally continue all the way to 100 where counting tasks typically conclude (Fuson et al., 1982). Moreover, it appears that productive counting is necessary for generalizing the successor relation that holds of the small numbers. For instance, only children who can count past 80 show systematic knowledge of the Successor Function (Cheung et al., 2017) although no theoretical reason was given for this observation.

The productivity based approach to number makes a strong claim across languages, as the TP makes precise predictions about the tipping point at which counting becomes productive for specific languages: significant change in children's understanding of the Successor Function should follow. A recent study (Yang et al., 2019) provides a direct test with Cantonese. The Cantonese numeral system, like the Chinese system widely adopted in East Asian languages, have a very transparent counting system. Only 12 numerals are idiosyncratic and require rote-memorization: 1-10, and two linear patterns of teens (i.e, ten-digit) and decades (i.e., digit-ten). By hypothesis, children only need to count past 46 to understand the Successor Function. Indeed, unproductive counters (i.e., those who could not count past 50) performed
at chance on a binary outcome task (Sarnecka and Carey, 2008) that assesses their understanding of
the Successor Function. By contrast, productive counters who counted past 50 performed at nearly
90% across a wide range of numbers. Such a quantal change in the productivity of counting and the
understanding of number is very similar to the English past tense: again, the formal productivity of -d is
critical for the development of tense. It turns out that Cantonese-learning children show an understanding
of the Successor Function over a full year earlier than English-learning children: the cognitive advantage
derives from nothing but a simpler linguistic system.

6 Summary

This chapter reassesses some very traditional ideas about the nature of language — Saussurean arbitrariness
and Humboltian infinity – in light of progress in the study of linguistic productivity, language acquisition,
and cognitive science. The formal nature of the learning-theoretic approach should not overshadow the
fact that the calibration of productivity is ultimately a psychological process, which interacts with other
components of cognition and perception that we share with our biological relatives (Hauser et al., 2002,
Berwick and Chomsky, 2016). Challenging problems lie ahead. We need to further develop formal and
quantitative learning models that conform with the developmental evidence (Section 2 and 3). To the
extent this direction of research holds promise (Section 4), it raises fundamental questions about the
nature of language and its place in cognition (Section 5). In particular, the Tolerance Principle provides
a causal mechanism that connects the acquisition of the vocabulary (i.e., arbitrariness) to the rise of
productivity (i.e., systematicity).

Saussure's vision of language as the medium between form and meaning is remarkably consistent
with the view that emerged after sixty years of generative grammar and cognitive science. He likened
thought to an “indefinite plan of jumbled ideas.” Phonetic sounds are “equally vague” given their inherent
variability in a continuous acoustic space. The direct correspondence between these “two shapeless
masses” provides very little expressive power – like the English irregular verbs, essentially a random list
of word forms. Such a correspondence is necessarily finite and highly dependent on experience. The
principle of arbitrariness is merely the starting point, or a design specification, to be rescued by the
“principle of order and regularity”, which, on my view, is a theory of productivity which operates formally
on quantitative basis. And that appears to be exactly Saussure's conception of language as a science:
“Linguistics then works in the borderland where the elements of sound and thought combine: their
combinations produce a form, not a substance” (CLG, 113).
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