
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/363646847

Training and typological bias in ASR performance for world Englishes

Conference Paper · September 2022

DOI: 10.21437/Interspeech.2022-10869

CITATIONS

0
READS

26

6 authors, including:

May Pik Yu Chan

University of Pennsylvania

7 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

Yiran Chen

University of Pennsylvania

3 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Yiran Chen on 27 September 2022.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/363646847_Training_and_typological_bias_in_ASR_performance_for_world_Englishes?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/363646847_Training_and_typological_bias_in_ASR_performance_for_world_Englishes?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/May-Pik-Yu-Chan?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/May-Pik-Yu-Chan?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Pennsylvania?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/May-Pik-Yu-Chan?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Yiran-Chen-11?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Yiran-Chen-11?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Pennsylvania?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Yiran-Chen-11?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Yiran-Chen-11?enrichId=rgreq-348040ae9f10c1d8dcb1f1e568916950-XXX&enrichSource=Y292ZXJQYWdlOzM2MzY0Njg0NztBUzoxMTQzMTI4MTA4NjcwMzMzN0AxNjY0MjgwNjE3ODU0&el=1_x_10&_esc=publicationCoverPdf


Training and typological bias in ASR performance for world Englishes

May Pik Yu Chan1, June Choe1, Aini Li1, Yiran Chen1, Xin Gao1, Nicole Holliday1

1Department of Linguistics, University of Pennsylvania, USA
{pikyu, yjchoe, liaini, cheny39, kauhsin, nholl}@sas.upenn.edu

Abstract
The use of automatic speech recognition (ASR) has been in-
creasing to promote inclusion and accessibility. Nonetheless,
prior work on ASR finds performance gaps conditioned by spe-
cific gender and racial groups, revealing systematic biases in
modern ASR systems. However, work has focused on native
varieties of English, glossing over its impact on a wider range
of ASR users, namely second language speakers of English.
The present work compares the performance of the transcrip-
tion system Otter, on 24 varieties of English, 21 of them are
non-native varieties. We compare the word and phone error rate
(WER/PER) of accent varieties that are claimed to be supported
by Otter and those that are unsupported. Results show that En-
glish varieties that are supported have lower WERs compared to
that of unsupported varieties. However, there are still system-
atic differences in performance conditioned by linguistic struc-
ture in both supported and unsupported Englishes. Specifically,
Otter performs better on English varieties from non-tonal first
language speakers. We conclude that while inclusion of more
varieties of English in the training data set for ASR may pro-
mote inclusivity, there may still be biases inherent to the lin-
guistic structure that should not be overlooked.
Index Terms: speech recognition, natural language processing,
speech-to-text, bias in transcription

1. Introduction
The past few years saw the rise in the use of video conferencing
and virtual meeting platforms. Live transcriptions of meeting
content have been introduced to promote inclusivity and acces-
sibility for diverse audiences. While some works have high-
lighted recent successes of speech recognition (e.g., [1]), other
studies find that performance of live captioning systems varies
by users’ dialect [2, 3] and gender background [4, 5, 6, 7], as
well as racial backgrounds [8, 9]. Furthermore, such system-
atic biases have been found beyond English varieties, including
varieties of Dutch [10] and Arabic [11].

A number of works have also found that ASR systems con-
sistently underperform for individuals speaking their second
language (e.g., [12, 13]). Despite an increasing amount of work
on dialects of L1-English, such work on world Englishes re-
mains limited. This is however an important question of in-
terest, because meeting transcriptions are most often needed
when some attendees have difficulty understanding a speaker,
either due to a degraded signal or lack of familiarity with an
English variety. In addition, for L2 English speakers, the influ-
ence from their L1 coupled with factors such as their L2 age of
onset of acquisition, further adds to the difficulty of understand-
ing speakers of different language profiles. Furthermore, there
has been an increased reliance on transcription systems, follow-
ing the rise of video conferencing. This paper expands on prior
work on biases in automated speech recognition systems by
evaluating the effectiveness of automatic captioning for world

English varieties. We explore the accuracy of live-transcription
services for online video meetings. Specifically, we evaluate the
performance of Otter, a speech recognition transcription plat-
form that claims to work on multiple varieties of English in-
cluding “(southern) American, Canadian, Indian, Chinese, Rus-
sian, British, Scottish, Italian, German, Swiss, Irish, Scandina-
vian, and other European accents” [14].1 Otter was chosen as
the platform of interest because (1) it seeks to support a wide
range of English varieties, and (2) Otter collaborates with pop-
ular video conferencing platforms (e.g., Zoom) that reach broad
international audiences.

Existing proposals for mitigating bias in ASR performance
include diversifying the training data to ensure that the tech-
nology is inclusive of underrepresented language varieties [8].
As Otter claims that their service supports various Englishes,
we infer that Otter is one of few companies that do include a
more diverse training data set for their model. We ask, how-
ever, whether the mere inclusion of a larger data training set is
sufficient to combat bias, or are there other sources of bias that
exist dependent on linguistic structure (e.g. tonal vs non-tonal
languages). In the present work, we are interested in whether
transcription services that do consider a relatively more diverse
training set achieve this goal. Specifically, we focus our analy-
sis on the performance of Otter’s transcription services on vari-
eties of English spoken in the US, UK, Canada, and samples of
world Englishes. We seek to address two main research ques-
tions: (1) Whether Otter performs better on English language
varieties that are claimed to be supported compared to unsup-
ported varieties of English, regardless of the speakers’ demo-
graphic information. (2) Whether system performance is also
driven by differences in linguistic structure, such as whether a
language is tonal or non-tonal. In this work, we use word error
rates and phone error rates as metrics for the effectiveness of the
ASR system.

2. Materials and Methods
2.1. Corpus

The data analyzed in this study are drawn from the Speech Ac-
cent Archive at “http://accent.gmu.edu/howto.php” [15]. This
corpus is established to uniformly exhibit a large set of English
varieties from a wide range of language backgrounds. Native
and non-native speakers of English are recorded individually to
read the same English paragraph.

The reading passage, which is around 30 seconds long, was
carefully designed to contain practically all of the sounds of En-
glish, making it tangible to include more detailed phonetic and
acoustic analysis in our current study if necessary. In addition,
all the recordings were conducted in a quiet room with partic-
ipants sitting at a table and being approximately 8-10 inches

1Note that while Otter uses the term “accents”, we will be adopting
the word “varieties” to refer to Englishes from both native and non-
native speakers in this paper.
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from the microphone. The data quality therefore can be guar-
anteed. Most importantly, this corpus makes it possible to com-
pare English speakers of different demographic and linguis-
tic backgrounds, while controlling for complexities involved in
speech style and recording environment. The fact that all speak-
ers read the same passage ensure that any errors in system per-
formance would not be driven by the language model (model of
grammar and word choice) but instead would mainly reflect a
performance gap in the acoustic model. In other words, none
of the speakers would have had syntactic structures or lexical
choices that were more or less predictable than other speakers.
As such, the dataset is ideal for analysing the performance of
Otter’s ASR system. In addition to the speech files, each speak-
ers’ recording has been systematically coded with the follow-
ing demographic information: the speaker’s birthplace, age (at
the time of recording), sex, native language, other languages
(besides English and their native language), English learning
residence, age of English onset, English learning method (natu-
ralistic vs. academic), English residence country, and length of
living in an English-speaking country. Information about this
corpus and their data collection protocol can be found online.

Out of 2979 recordings available from the Speech Accent
Archive, we chose a subset of recordings to enter our analysis
based on the following criteria: (1) Only varieties of English
that are either listed as supported regional varieties by Otter, or
(2) have recording entries from at least 10 speakers. Regard-
ing supported varieties of English, we only included speakers
whose native language is English if their birth place matches
their English country of residence. Furthermore, while Irish
English is a variety of English that Otter supports, we did not
include speakers of Irish English as only one recording was
available from the Speech Accent Archive. This leaves us with
eleven English varieties that are Otter-supported. For the pur-
pose of comparison, we then chose another eleven English va-
rieties that are not supported by Otter to enter the analysis; all
eleven varieties include recordings from at least 10 speakers.
This amounted to a total of 1227 recordings. The chosen En-
glish varieties and the number of speakers per language variety
is summarized in Table 1. In cases where the “Dialect entry” is
left empty, we did not filter the specific dialect column for that
language variety.

2.2. Data Processing

After file selection, the list of recordings was pseudo-
randomized to order the recordings passed to Otter, such that the
likelihood that consecutive speakers sound too similar for Otter
to recognize a speaker change was minimized. Each sound file
was then re-sampled to 22050 Hz, and concatenated based on
the psuedo-randomized order, with a silent pause of one second
inserted between each recording. The start and end times of
each recording in the concatenated file was recorded. The con-
catenating procedure was done in Praat using a script [16]. The
total recording time amounted to almost 9.5 hours. As we used
an Otter Pro account to generate the transcriptions, the maxi-
mum transcription duration per conversation is 4 hours. Conse-
quently, the concatenated audio files were separated into three
sound files, which were uploaded onto Otter separately. To test
for potential training effects in the language or acoustic model
in Otter, one of the three concatenated sound files was uploaded
to Otter twice. The resulting transcription was identical, sug-
gesting no training effect between recording transcriptions.

After Otter transcription generation, the transcript for each
speaker was re-merged based on the concatenation timestamps.

Table 1: English varieties that were chosen to enter the anal-
ysis. ”Likely” refers to a variety that Otter does not explicitly
claim to support, but may fall into a general category that it
does support (e.g. “European/Scandinavian accents”)

Otter
Sup-
ported

Birth
place
entry

Language
entry

Dialect
entry

N (of
speak-
ers)

Yes USA English English 416
Yes China Chinese Mandarin 135
Yes Russia Russian Russian 54
Yes UK English English 44
Yes Canada English English 40
Yes Italy Italian Italian 36
Likely France French French 36
Yes Germany German German 34
Yes India Hindi 33
Likely Sweden Swedish 18
Likely Spain Spanish Spanish 18
Yes Switzerland Swiss

German
Swiss
German

9

No South
Korea

Korean 95

No Japan Japanese 42
No Vietnam Vietnamese 38
No Ethiopia Amharic 27
No Hong

Kong
Cantonese
/ Chinese

Cantonese 25

No Philippines Tagalog 24
No Morocco

/ Egypt
Arabic 24

(13+11)
No Thailand Thai 22
No Pakistan Urdu 21
No Bangladesh Bengali 14
No Indonesia Bahasa 12
No Afghanistan Dari Dari 10

There were occasions where Otter merged multiple passages as
coming from a single speaker. In these cases, two human anno-
tators checked through the recordings independently to separate
the transcripts to the respective speakers, reaching 99.8% agree-
ment. Where needed, a third annotator resolved the conflict.
Resulting transcriptions entered the error rate analysis.

2.3. Word Error Rate

The Word Error Rate (WER) was calculated for each speaker.
Each individual’s observed string of words (transcript output)
was compared to the reading passage (“truth”) via a minimal
edit distance algorithm implemented at the word-level which
identified locations of deletions, substitutions, and insertions
[8]. The WER was calculated from the sum of deletions (D),
substitutions (S) and insertions (I) of entire words, divided by
the total number of words (N) in the passage.

WER =
D + S + I

N
(1)

The same edit distance algorithm was also applied at a
narrower phone level to calculate the phone error rate (PER),
which is the number of deletions, substitutions, and insertions
of phones divided by the total number of phones in the pas-
sage. Words were translated into their ARPABET pronunciations
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by referencing The CMU Pronouncing Dictionary prior to PER
calculation. The CMU Pronunciation Dictionary was used for
this conversion as the speakers from US/Canada performed the
best on the WER metric, suggesting that Otter’s acoustic model
may be assuming American pronunciations as the standard. In
cases when the dictionary was missing entries for words gener-
ated by Otter (a total of 129 words which amounts to roughly
10% of all unique words across transcriptions), their ARPABET
pronunciations were coded by two human transcribers.

3. Results
To recapitulate, the two goals of the present study are to com-
pare Otter’s performance on supported and unsupported lan-
guages, and to examine whether its performance is modulated
by typological differences. We begin by computing the average
word error rate of Otter transcriptions across all chosen varieties
of Englishes. Across the board, Otter performed better with va-
rieties that were supported (WER: mean = 0.071, sd = 0.085;
PER: mean = 0.060, sd = 0.083) compared to unsupported vari-
eties (WER: mean = 0.135, sd = 0.112; PER: mean = 0.118, sd
= 0.112). Detailed mean WERs are summarized in Table 2. Fig-
ure 1 illustrates the distribution of WER by Otter supported and
unsupported varieties respectively. Overall descriptive results
show that varieties that are supported by Otter have lower error
rates than varieties that are not explicitly stated as supported.
Since the WER and PER distributions are largely comparable,
the following analyses will focus on WER.

Table 2: Variable coding and mean WER by speaker language
background.

Supported Tonal Mean WER

English + 0.035
Hindi + 0.057

Swedish + 0.059
German + 0.065

Swissgerman + 0.084
French + 0.098
Italian + 0.114

Spanish + 0.115
Russian + 0.136

Mandarin + + 0.157

Cantonese + 0.162
Thai + 0.202

Vietnamese + 0.214

Urdu 0.052
Japanese 0.109
Tagalog 0.109
Arabic 0.114
Korean 0.116

Indonesian 0.122
Dari 0.123

Bengali 0.129
Amharic 0.167

In order to determine whether the WER between English
varieties that are supported and unsupported show meaning-
ful differences, we fitted a linear mixed-effects model to pre-
dict WER with fixed effects of OtterSupported (Supported vs
Not Supported, sum coded with Supported as 1), speaker Sex

(Male vs Female, sum coded with Female as 1) and speaker
Age (scaled and centered to mean). Additionally, the model in-
cluded an interaction effect between OtterSupported and Sex,
given prior works showing that ASR systems exhibit biases at
the intersection of gender and language varieties [4]. Lastly, the
model fitted random intercepts by language.

Supported

0.0 0.2 0.4 0.6

Swissgerman

Swedish

Spanish

Russian

Mandarin

Italian

Hindi

German

French

English

Error Rate

Unit Words Phones

Not Supported

0.0 0.2 0.4 0.6

Vietnamese

Urdu

Thai

Tagalog

Korean

Japanese

Indonesian

Dari

Cantonese

Bengali

Arabic

Amharic

Error Rate

Unit Words Phones

Figure 1: Summary of Word Error Rates in sampled data.

Results show a significant main effect of OtterSupported (β
= -2.16e-02, SE = 9.49e-03, t = -2.27, p = 0.03) as well as a
significant main effect of age (β = 5.49e-04, SE = 1.60e-04, t =
3.44, p < 0.001). No significant effects of gender (β = -3.75e-
03, SE = 2.65e-03, t = -1.42, p = 0.16) nor interaction effect of
OtterSupported and gender (β = -1.11e-04, SE = 2.64e-03, t =
-0.04, p = 0.97) were found.

After gathering results for Otter’s performance across sup-
ported and unsupported varieties of English, we looked for
structural similarities between languages that might explain
differences in performance. One typological grouping that
emerged was the split between tonal vs non-tonal L1s. To fur-
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ther examine this point of difference, we divided speakers’ na-
tive languages into tonal and non-tonal varieties and found that
Otter performs better on speakers with a non-tonal L1 (WER:
mean = 0.071, sd = 0.083) than that of tonal varieties (WER:
mean = 0.172, sd = 0.119).

To investigate what linguistic and demographic factors
modulate WER among the non-native Englishes, we fitted a lin-
ear mixed-effects model to a subset of the data including only
non-native speakers, again with WER as the response variable.
In addition to the previously included fixed effects — OtterSup-
ported, Sex, Age — the model also included the age of English
onset and IsTone (Tonal vs. Non Tonal language, sum-coded
with Tonal as 1) and the interaction between OtterSupported
and IsTone. The random effects included a random intercept
and a random slope of age of English onset by language.

We find significant main effects of OtterSupported (β = -
1.57e-02, SE = 6.33e-03, t = -2.48, p = 0.04) and IsTone (β =
3.81e-02, SE = 6.37e-03, t = 5.98, p = 0.0002). In other words,
when we consider nonnative speech alone, Otter is still more
accurate on languages that they explicitly state they support.
Furthermore, performance is systematically worse on speakers
with a tone language background, compared to non-tone lan-
guage speakers. We also find a significant main effect of age
of English onset (β = 4.19e-03, SE = 7.89e-04, t = 5.30, p =
0.0003), but not age of recording (β = 1.64e-04, SE = 3.13e-04,
t = 0.53, p = 0.60). As can be seen in Figure 2, the age at record-
ing and age of English onset are not necessarily correlated. In
other words, the earlier the speaker’s age of English onset, inde-
pendently of their age at recording, the better Otter recognizes
their speech. The main effect of gender (β = -4.26e-03, SE =
3.72e-03, t = -1.15, p = 0.253) and the interaction effect between
OtterSupported and IsTone (β = -5.05e-03, SE = 6.33e-03, t =
-0.80, p = 0.45) did not reach significance.

Taken together, these results suggest that although Otter
performed better on the varieties they claimed that are sup-
ported, ASR performance is still significantly modulated by lan-
guages’ phonological structures as well as speakers’ social de-
mographic groups.

4. Discussion and Conclusion
Overall, the results of the present study reveal systematic biases
in modern automated speech recognition systems. There are
two main findings in the present work. The first concerns the
effect of training. As of June 2021, Otter claims to be able to
handle a wide variety of native and non-native varieties of En-
glish [14], we thus infer that English varieties that are claimed
to be supported have been trained by Otter and should perform
better than untrained English varieties. These results are largely
borne out, where the mean error rates for varieties of English
that are not supported are higher than that of supported vari-
eties, revealing a performance gap. By design of our study, all
inputs from each of the 1227 speakers have the identical ground
truth as it is the same passage that was being read. Therefore,
our findings indicate that the performance gap between the sup-
ported and unsupported data set are unlikely to be driven by the
underlying language model in the ASR, but from the acoustic
model instead. Future work using acoustic features to predict
model performance should take this finding into account.

A second main finding is that systematic bias by language
structure in ASR performance exists. Namely, in both the sup-
ported and unsupported varieties of English, speech from speak-
ers whose first language is a tone language performs worse com-
pared to speech from speakers who speak a non-tonal language.

Age at recording:
Mean = 32.8

Std.Dev. = 14

Age of onset:
Mean = 11.1

Std.Dev. = 6.1
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Figure 2: Summary of speaker demographic information by
tonal and non-tonal L1 backgrounds.

One potential explanation to this would be that lexical pitch dif-
ferences in speakers’ L1 may surface in their English variety
(e.g. [17]), which may cause pitch contours to deviate from
the prosodic structure that ASR systems are trained to recog-
nize. Further work exploring differences between WER and
PER, which reveal ASR performance gaps at a segmental level
may provide more conclusive explanations.

Furthermore, our results also show that speakers’ age of on-
set is a significant predictor for Otter’s performance as mea-
sured by the WER. One way to interpret these results is that
age of onset is a proxy for not only the speaker’s amount of ex-
posure to English, but also how native-like their English (e.g.,
prosody) sounds, which is highly correlated with speakers’ ac-
cess to English learning resources in their early years.

In sum, our findings highlight the biases in speech recogni-
tion systems that exist not only in speakers’ social demographic
background, but also in speakers’ individual backgrounds and
in typological differences. We believe that the mere inclusion
of more training data itself containing different English vari-
eties may not be sufficient to eliminate bias in ASR systems, if
the linguistic structure of the varieties is not taken into account.
With the increasing use of ASR systems globally, we hope that
the effort to eliminate bias in ASR will include non-native vari-
eties of English.
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