
LING5700 Discovery Procedure 
Problem Set 1: Locating Word Referents 
Due Sept 19th 

Your task is to implement several word learning models, execute them on an annotated 
corpus of infant-directed English, and report performance results. This is in effect a 
replication of the Stevens et al. 2017 Pursuit paper which you need to read carefully. It 
may also be useful to consult the Supporting Information of that paper available here.  
The goal of this problem set is to develop an appreciation of the mechanical nature of 
language/word learning as the model has various deficiencies.


The corpus was annotated by Jon Stevens from the Rollins corpus in CHILDES, and 
attached as a text file.  In the Pursuit paper, there are two such files, one for training 
and the other for testing. That’s the standard practice for computational modeling but 
we are combining them for simplicity.  


Each utterance is represented by two lines. For instance:


The first line contains the phonological words, always in lower case, that the infant 
heard, and the second line is the set of referents, always in upper case, that were 
judged to be observable by the infant and could potentially serve as meaning 
candidates for the words heard. So in the example above, when the word pig is heard, 
there is in fact PIG but CAR and RING are also available. It is often the case where a 
word is uttered, the target referent is not available at all. No other assumption is made 
about the nature of the phonological words or the referents. The task is simply to see 
how to find the mapping between words and referents as the learning model churns 
through the corpus that has a lot of referential ambiguity.


An additional file is included as the “gold standard” lexicon, in a separate text file. This 
can be regarded, by judged by the annotator, as the best any model could conceivably 
do given the learning corpus.  It contains 17 meanings such as COW; some of these 
meanings are mapped to multiple words (e.g., cow, cows, moocow, moocows). A 
model is deemed to have learned COW correctly if it maps COW to any of these words 
as there is no plausible way to distinguish them given the data.


Your job is to implement four learning models: (1) Propose but Verify, (2) Cross-
situational learning as formulated in the Pursuit paper, (3) Pursuit, and (4) Pursuit with 
sampling. Pursuit with sampling is just like Pursuit except: when the learner hears a 
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word, it samples among the meaning candidates proportionally with respect to their 
probabilities, as opposed to Pursuit which deterministically goes for the candidate with 
highest probability.  You can use the parameter values for these models in the Pursuit 
paper but feel free to tune your own to maximize performance. 


Each learning model will be tested on the Rollins corpus file, and the lexicon it learned 
at the end will be compared to the gold standard lexicon, and performance results—
precision, recall, and F-score—will be reported. See the Pursuit paper for the definition 
of these metrics. Cross-situational learning is a deterministic algorithm and only needs 
to be run once while the other three models are stochastic and generally produce 
different lexicons for each run: for these, you will need to run them many times—say, 
1000—and report the mean and standard deviation for the results.  A table such as 
Table 1 in the Pursuit paper should be reported. 


Once everything is done, try the following experiment: randomly scramble the order 
of utterances in the training file, and then test. Does the performance change?



