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The change from SOV to SVO in Ancient Greek

ANN TAYLOR
University of Pennsylvania

ABSTRACT

Although the order of major sentence constituents at all stages of Ancient
Greek is quite free, the distribution of clause types is not random over time, but
changes from predominantly verb-final to predominantly verb-medial, suggest-
ing a change in progress. Using the paradigm of Kroch (1989), in which it is
assumed that syntactic change involves competition between grammatical sys-
tenys, two models are constructed, one for the verb-final grammar of the
Homeric period (pre-800 B.c.) and one for the verb-medial grammar of the Hel-
lenistic Koiné (c. 100 A.p.). The language of an intermediate stage (Herodotus,
¢. 450 B.c.) is shown to pattern in part like Homer and in part like the Koiné.
More strikingly, the ratio of verb-final to verb-medial structure that best fits
the distribution of clause types found in Herodotus is extremely close to an inde-
pendent measure of this ratio obtained from the distribution of weak pronouns
and clitics.

The basic order of a verb and its arguments in all stages of Ancient Greel
(AG) has been a subject of dispute for some time. Whereas most scholar
agree that the subject is initial, both OV and VO order have been argued for
with a slight bias in favor of OV (VO: Short, 1890; Kieckers, 1911; Friedrich
1975; OV: Ebeling, 1902; Fischer, 1924; Frisk, 1932; Dover, 1968). Most o
these studies were based on statistical counts, though Friedrich also used type
logical arguments. The difficulty of coming to any uniform conclusion base
on simply counting is illustrated by the conflicting results that have bee:
reported. Fischer concluded that Homeric Greek (HG) is SOV based on Th
Iliad (5:512-909), whereas Friedrich found more or less equal numbers o
SVO, SOV, and OVS in The lliad (5:1-296), but concluded that HG is SVC
Dover found Herodotus to be SOV in one passage (8:1-48), but SVO 1
another (3:61-78). An exhaustive study of the first book of Herodotus (Dunn
1988) found that both the subject and indirect object favor a position pre
ceding the verb (approximately 70% and 65% of the time, respectively)
whereas the direct object precedes and follows the verb about equally (pre
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cedes: 49%; follows: 51%). The most recent work on the subject (Cervin,
1990) concluded that the VP in Classical Greek (CG) is unordered.

In this article, I claim that the distribution of clause types across the AG
period makes sense if it is assumed that the data reflect an ongoing change
from verb-final to verb-medial structure beginning at or before Homer and
nearing completion 800 years later with the Koiné of the Hellenistic period.
I follow Kroch (1989) in assuming that syntactic change may involve com-
petition between grammatical systems. Under this hypothesis, incremental lin-
guistic change is accomplished by the gradual replacement of one grammatical
system (or subsystem) by another. While the change is in progress, speakers
can make use of forms from either grammar, but as time passes, a higher and
higher percentage of the output is derived from the innovative grammar at
the expense of the one it is replacing. Finally, the paucity of evidence for the
old grammar triggers a reanalysis in which all structures are generated by the
new grammar and the change is complete.

Ancient Greek is a good testing ground for this hypothesis because the
available data cover very nearly the entire span of the change from verb-final
to verb-medial structure. Thus, the earliest extensive Greek texts, the Homeric
poems, can be shown to be almost categorically verb-final, whereas, by the
Koiné period about 800 years later, the change is virtually complete, and the
grammar is essentially verb-medial. On the basis of these two data sets, there-
fore, I construct a simple model of the relevant aspects of the verb-final gram-
mar that predates the change and the verb-medial grammar that takes over.
This information is then used to test the data from Herodotus, which falls
between Homer and the Koiné in time. As expected under the hypothesis that
grammatical systems gradually replace one another through competition, a
fraction of the Herodotean data patterns like Homer, whereas the rest pat-
terns like the Koiné. More strikingly, the ratio of verb-final to verb-medial
structure that best fits the distribution of clause types found in Herodotus is
extremely close to an independent measure of this ratio obtained from the dis-
tribution of weak pronouns and clitics. Thus, evidence from two independent
types of data confirms the hypothesis that Herodotus made use of forms from
two different grammars, one verb-final and one verb-medial.

First, I introduce the necessary theoretical apparatus. Then, I discuss the
problem of determining underlying structure in a language that exhibits every
possible surface order of a verb and its arguments. It is shown that, although
most clauses are structurally ambiguous, an estimate of the ratio of verb-
final to verb-medial structure can be obtained from the kind of diagnostic
tests for verb position commonly used in Germanic syntax. In the third sec-
tion, I discuss the model of grammar and usage adopted and outline the two
grammars that constitute the beginning and end point of the change. Finally,
I demonstrate that the distribution of clause types found in Herodotus indeed
supports the hypothesis that syntactic change involves phrase structure
competition.

SOV TO SVO IN ANCIENT GREEK 3
THEORETICAL ASSUMPTIONS

In what follows, I rely on the framework of Government and Binding (GB)
as laid out in Chomsky (1981, 1986) and the wide range of work done by oth-
ers within this theory.

X-bar theory

I assume, following Chomsky (1986), that all categories — both lexical (noun
(N), verb (V), adjective (A), and preposition (P)) and nonlexical (complemen-
tizer (C) and inflection (I)) —project in the same way: that is, according to
the schema in (1). (Order is not significant and XP = X".)

(1) a. XP->XP X'
b. X' =X XP

This gives phrasal structures of the shape illustrated in (2), where the XP dom-
inated by XP is the specifier and the XP dominated by X’ is the complement.

@ XP

XP X’

The presence or absence of specifiers and complements for any particular cat-
egory is determined by other aspects of the grammar (theta-theory, case
theory, and the Extended Projection Principle). In addition, the X-bar con-
straints hold only at D-structure and may be altered by adjunction at other
stages in the derivation.

In this system, IP (= S) is a projection of I or INFL (= AUX), and CP
(= S") is a projection of C (= COMP). The structures of these two phrases,
IP and CP, are illustrated in (3).

3) CP 1P
PN PN
specCP C’ specIP I
RS S~
C 1P 1 VP

C’ takes an IP as its complement, and IP in turn takes a VP. I assume that
the subject is base-generated in the specifier position of VP —a position from
which it may move to the specifier of IP (Fukui & Speas, 1986; Kitagawa,
1986; Sportiche, 1988).

The head of IP is the site of inflectional elements, including tense, agree-
ment, and modals. Head-complement order for each category is a language-



specific matter and is not necessarily uniform. For example, German is
generally considered to have a head-initial CP, but a head-final IP, giving an
underlying structure, as in (4).'

@ P-N
specCP Cc’
C IP
speclP I
N
VP I

The theory of movement

According to Chomsky (1986), there are two types of movement: substitu-
tion and adjunction. Substitution takes two forms: (1) movement of XP to
a specifier position (as in topicalization), and (2) movement of an X category
to a head position (as in movement of V to I). X’ categories are never affected
by substitution.

Adjunction takes a maximal projection XP or a head X% and Chomsky-
adjoins it to another category of the same type (XP to XP, which may never
be an argument [Chomsky, 1986], head to head), creating structures like those
in (5). As with substitution, X’ level categories do not participate in adjunc-
tion, and it is generally assumed that they may not be adjoined to.

‘S) XP3 XP3
XP2 XP1 XP1 XP2;
P PNy
specXP X specXP X’
P S
X XP2 X XP2
l \
t; t

Verb movement and the position of INFL

Che head of IP, INFL (or I) is the locus of such information as tense, aspect,
greement, and mood. This information, if present, must merge with the
rerb, a process that takes one of two forms: either the inflections lower to
he verb, as in English, or the verb raises to INFL, as in French and many
»f the Germanic languages. When IP is head-final, the movement of the verb
rom its base-generated position into INFL is string-vacuous, and thus it is
lifficult to determine whether movement takes place (see (6)).
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©) P
specIP I
VP 1
/\
specVP v’
P
XP \'%

When [P is head-initial, as in French, a comparison of the position of such
diagnostic elements as the negative pas with respect to tensed and untensed
verbs indicates that the tensed verb, whether main or auxiliary, is in a posi-
tion different from that of the untensed verb. Thus, in (7a), pas follows the
main verb, Jvhich is tensed, whereas, in (7b), it follows the tensed auxiliary
rather than the untensed main verb.

(7) a. Je ne mange pas
I ne eat not
b. Je n’ai  pas mangé
I ne have not eaten

In a language such as Ancient Greek, which does not make much use of
auxiliary verbs, it is much more difficult to determine either the position of
INFL or whether the tensed verb raises. Since the question of whether the
verb occupies its base-generated position in VP or has moved to INFL is im-
material to the issue at hand, I simply use the term “verb-medial” to indicate
a clause that may be interpreted in structural terms as occupying the head of
e_ither a head-initial VP or a head-initial IP, as in (8). “Verb-final” covers
either of the structures in (9). For my purposes, it is sufficient that there is
some grammatical difference between these two structures, whatever its exact
nature may be,

(8) Verb-medial®

1P P
specIP I speclP r
S
! V'P I+V VP
v .
-~ P
A% XP v Xp



(9) Verb-final

1P 1P
speclP I spec[P I
P N
VP I VP I+V
| |
\'%4 v
PN S
XP v XP v
|
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THE DATA

This study is based on works by three Ancient Greek authors widely spaced
in time: The lliad of Homer, the Histories of Herodotus, and the Acts of the
Apostles by Luke. The lliad is the earliest surviving extensive Greek text; orig-
inally an oral epic poem, it is generally thought to have been committed to
writing for the first time around the 8th century B.c. Although it is clear that
at least some aspects of the language of these poems are considerably older
than the 8th century, that does not pose a problem in this particular case
because Homer is the starting point of the study: that is, it is not necessary
to place the poem relative to an earlier stage, but only relative to a later one.
The bulk of the sample is taken from Books 1, 3, and 8, but data on the
ditransitive verb, which is much rarer than the simple transitive type, are
drawn from all 24 books.

Herodotus’s Histories are the earliest surviving Greek prose texts (Ionic
dialect). Herodotus was born around 484 B.c., and thus the Histories pre-
sumably date from the middle or latter part of the 5th century. Herodotus is
generally considered the most “natural” (i.e., close to speech) of the early
prose writers (Dover, 1968, p. 10). The sample is taken from the beginning
of Book 3.

The Koiné Greek of the latest period was used as a lingua franca over a
large part of the Mediterranean world during the Hellenistic and Roman peri-
ods. Many who used it were not native Greek speakers, and since it is unclear
to me how much effect this would have on the data, I have tried to avoid the
problem by taking the sample from the Acts of the Apostles, written in the
last half of the Ist century a.p. This work is traditionally ascribed to Luke,
a Greek doctor (who also is supposed to have written the Gospel of Luke).
The sample is from the first 18 chapters.

BASIC WORD ORDER

The data

Word order freedom in all stages of AG is fairly extreme. All but the rarest
orders of major constituents are represented in even a small sample from the

texts of any given period. Examples of clauses with two arguments from each
of the three authors included in the corpus are given in (10) through (18).
Because AG allows empty subjects, these clauses may contain either a sub-
ject and a complement or two complements. Subjects are symbolized by S,
and complements by X or Y. The (a) examples are from Homer, the (b) exam-
ples from Herodotus, and the (c) examples from Luke.?

10) SXv

a. e mega penthos Akhaiida gaian hikanei
indeed great-NOM sorrow-NOM Achaian-ACC land-ACC comes
‘indeed great sorrow comes on the Achaian land’ (I1.1.254)

b. Kambuses de ta men para Libuon  dora
Kambuses-NOM PTC the-ACC PTC from Libyans-G gifts-ACC
philophronds edeksato
graciously  received
‘Kambuses graciously received the gifts from the Libyans’ (Hdt.3.13.4)

c. Apokritheis de ho eunoukhos  t6i  Philippéi eipen
answering-NOM PTC the-NOM eunuch-NOM the-D Philip-D said
‘the eunuch said to Philip in answer’ (Acts.8.34)

(1) XSv
a. alla to men pleion poluaikos polemoio / kheires
but the-ACC PTC most-ACC painful-G fighting-G  hands-NOM
emai diepous’

my-NOM manage
‘but my hands manage most of the painful fighting’ (11.1.165)

b. epeite gar tén heéutou gunaika Melissan
when PTC the-ACC his-G  wife-ACC Melissa-ACC
Periandros apekteine

Periandros-NOM killed
‘when Periandros had killed his wife Melissa’ (Hdt.3.50.1)

c. touton  ho theos égeiren [en] téi  tritéi  hémerai
this-ACC the-NOM god-NOM raised on the-D third-D day-D
‘God raised this [man] on the third day’ (Acts.10.40)

(12) XYv

. boulen d>  Argeiois hupothésometh’
advice PTC Argives-D we shall put
‘we shall give advice to the Argives’ (11.8.36)

b. hoi to poieumenon pan eks ekeinou ep’
who the-ACC being-done-ACC everything-ACC by that-G on
hekastéi eksodoi Kambuséi  esémainon
each-D going-forth-D Kambuses-D told
‘who told Kambuses everything being done by that man each time he went
forth’ (Hdt.3.14.8)

c. el tosoutou to khorion  apedosthe;
whether this-much-G the-ACC land-ACC you sold
‘whether you sold the land for this much?’ (Acts.5.8)

(13) SvX

a. € pot’ Akhilleos pothe hiksetai  huias

indeed sometime Achilles-G longing-NOM will come sons-ACC

o
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Akhaion  / sumpantas

Achaians-G  all-ACC

‘indeed sometime longing for Achilles will come on all the sons of the
Achaians’ (I1.1.240)

b. hoti Aiguptioi men autika apo paidion
because Egyptians-NOM PTC straightaway from childhood-G
arksamenoi ksuréntai tas kephalas
beginning-NOM shave the-ACC heads-ACC
‘because the Egyptians beginning straightaway in childhood shave their
heads’ (Hdt.3.12.3)

c. ho theos tén  pateron hémon égeiren Iésoun
the-NOM god-NOM the-G fathers-G our-G raised Jesus-ACC
‘the God of our fathers raised Jesus’ (Acts.5.30)

(14) XvS

a. tounek’ ar’  alge’ edoken hekébolos
because of this PTC pains-ACC gave  far-shooter-NOM
‘because of this the far-shooter gave pains’ (11.1.96)

b. ta Persedbn nomima  episteatai kai Aiguptiol
the-ACC Persian-G laws-ACC know especially Egyptians-NOM
‘the Egyptians especially know the Persian laws’ (Hdt.3.2.2)

c. touton  ton lesoun anestésen  ho theos
this-ACC the-ACC Jesus-ACC resurrected the-NOM god-NOM
‘God resurrected this Jesus’ (Acts.2.32)

15y Xvy

a. ophra gerontos apOsamen agrion andra
so-that old-man-G we-might-push-away wild-ACC man-ACC
‘so that [we] might push the wild man away from the old man’ (11.8.96)

b. homés toisi ge paisi auton apodidousi tén
nevertheless the-D PTC sons-D their-G they give back the-ACC
arkhén
rule-ACC
‘nevertheless [they] give back the rule to their sons’ (Hdt.3.15.2)

c. hina  dedomenous autous agagéi epi tous
so that being-bound-ACC them-ACC he might lead to the-ACC
arkhiereis
chief-priests-ACC
‘so that {he] might lead them to the chief priests bound’ (Acts.9.21)

(16) vS X

a. gnoi de kai Atreides euru kreion
may recognize PTC also son-of-Atreus-NOM wide-NOM ruling-NOM
Agamemnon / hén atén
Agamemnon-NOM  his-ACC madness-ACC
‘Atreus’s son wide ruling Agamemnon also may recognize his madness’
(I1.1.411)

b. ekhei de ho moskhos houtos  ho Apis

has PTC the-NOM calf-NOM this-NOM the-NOM Apis-NOM
kaleomenos séméia toiade

being-called-NOM markings-ACC the-following-ACC

‘this calf which is called Apis has the following markings’ (Hdt.3.28.3)
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c. hon edoken ho theos tois  peitharkhousin autéi
which-ACC gave the-NOM god-NOM the-D obeying-D him-D
‘which God gave to those who obeyed Him’ (Acts.5.32)

(17) vXS
a. all’ ei men dadsousi ~ geras megathumoi
but if PTC would give prize-ACC great-hearted-NOM
Akhaioi

Achaians-NOM
‘but if the great-hearted Achaians would give me a prize’ (11.1.135)

b. epempsan gar dé  pentakosias mneas arguriou hoi
sent PTC PTC 500-ACC  minae-ACC silver-G the-NOM
Kurénaioi

Cyreneans-NOM
‘the Cyreneans sent 500 minae of silver’ (Hdt.3.13.4)

c. hos de ekousan tous logous toutous ho te
when PTC heard  the-ACC words-ACC these-ACC the-NOM and
tratégos tou  hierou  kai hoi arkhiereis

captain-NOM the-G temple-G and the-NOM chief-priests-NOM
‘when the captain of the temple and the chief priests heard these words’

(Acts.5.24)
18) vXy
a. herdon d’  Apolloni teléessas hekatombas
they sacrificed PTC Apollo-D perfect-ACC hecatombs-ACC
tauron éd’ aigobn para thin’ halos atrugetoio

bulls-G and goats-G beside shore-ACC sea-G barren-G
‘they sacrificed perfect hecatombs of bulls and goats to Apollo beside the
shore of the barren sea’ (11.1.316)
b. apekrine  tou stratou hés pente muriadas
he split off the-G army-G about five-ACC ten-thousands-ACC
‘he split off about 50,000 men from his army’ (Hdt.3.25.3)
c. anth’  hon ouk edoken tén doksan toi theoi
because not he gave the-ACC glory-ACC the-D god-D
‘because he did not give the glory to God’ (Acts.12.23)

The data used in this study include all the tensed clauses with nonpronom-
inal arguments from the portions of text mentioned earlier, with two excep-
tions. First, I have left out clauses with the verb eimi ‘to be’ or any of the
other verbs that can be used with this meaning (gignomai ‘to come into
being/to be’, huparkho ‘to begin/to be in existence’, peld ‘to be in motion/to
be [continually]’, etc.) because these often act differently from simple tran-
sitive clauses.* Second, I have avoided clauses with split arguments like those
illustrated in (19).

(19) a. hoppot’ Akhaioi Troon ekpersos eu naiomenon
when  Achaians-NOM Trojans-G sacked  well built-ACC
ptoliethron
city-ACC

‘when the Achaians sacked the well-built city of the Trojans’ (11.1.163)
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TABLE 1. Distribution of clause types in Homer,
Herodotus, and Luke (n)

Homer Herodotus Luke
Verb-final
S Xv .38 (41) .25 (34) 07 ()
XYv 06 (7) .02 (2) .01 (1)
Total .44 (48) .27 (36) .08 (8)
Verb-medial
Sv X .28 (3N 44 (59) .56 (57)
Xv S 12 (13) .12 (16) .05 (5)
XvyY 04 4) .01 (1) 01 (1)
Total .44 (48) .57 (76) .62 (63)
Verb-initial
vSX .07 (8) .15 (20) 25 (25)
vXY .05 (5) .02 (2) .06 (6)
Total J12.(13) 17(22) 313D
N 109 134 102
b. autika hoi Aiguptioi heimata ephoreon
at once the-NOM Egyptians-NOM clothes-ACC put on
ta kallista

the-ACC most-beautiful-ACC
‘at once the Egyptians put on their best clothes’ (Hdt.3.27.1)

This type of construction declines in frequency from Homer to Herodotus .
and is virtually nonexistent in Luke.® It is unclear what the proper analysis
of these clauses is, and as their inclusion in the model complicates matters
considerably, I have left them out for the present.

The distribution of clause types

Although these word-order patterns occur throughout AG, the frequency
with which they appear in the different periods is not the same, as can be seen |
in Table 1. This table gives the distribution of the clause types given in (10)
through (19). It includes tokens with full NP (not pronominal or PP) argu-
ments only.® Note also that the order of the arguments on either side of the
verb is not taken into account. Thus, S X v includes both S X vand X Sv, !
and v S X both v S X and v X S. As this table shows, the distribution of ;
clause types changes over time with the percentage of clauses with medial and
initial verbs rising at the expense of those with final verbs. Thus, although
the same range of clause types appears at each stage, their distribution is
changing, reflecting a change in the underlying structure of the language.
In the next section, I discuss structural evidence that indicates both that
a change from verb-final to verb-medial structure takes place during the AG
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d, and that this change results in a period of competition when both
BJc structures are available.

'y

the extreme freedom of AG word order, it is necessary to address the
nonconfigurationality. A number of proposals have been put forward
nt years that in one way or another attempt to account for free word
Ber by appealing to “flat” or “nonconfigurational” phrase structure (Hale,
%1982, 1983; Lapointe, 1981; Pullum, 1982; Stucky, 1981; Zwicky,
The strongest form of this proposal (Hale, 1981, 1982, 1983) would
all languages into two types — configurational, those with hierarchical
,-and nonconfigurational, those with flat structures —by means of

ationalijty parameter. The alternative to this approach is to derive
ble word orders from a fixed order base by movement, a process

. It assumes that all languages share a common, configurational base,
$ that the assignment of case and theta-marking, which determines
retation of sentences, is also universal. All deviations from the base

ement rules are necessary independently of the free word-order phe-
on (to derive wh-questions, etc.), the adoption of scrambling does not
any fundamental change in core areas of the grammar. By contrast,

h the assumption of nonconfigurational structure simplifies consid-

ite word orders are derived from a configurational base by means of

ent rules, it is possible to construct a very simple model of usage that
observed data. I therefore adopt a model of grammar in which the
erated order is fixed by language-particular parameters and alternate
‘are derived by the generalized movement rule move-alpha.

| ambiguity

gh, under the assumption of configurationality, the base order of argu-
pnts is fixed, it is not always obvious what this base order is when there is
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a great deal of movement. Given that the head position is either initial or final
in the phrase (Kayne, 1983; Speas, 1990; Stowell, 1981), the verb may either
precede or follow all its complements, but not appear between them. Clearly,
then, examples like (20), in which the surface order is S X v Y, must be
derived, either from a verb-final base by postponing one complement, as in
(21), or from a verb-medial base by preposing one, as in (22).

(20) autar ho g’ heros Talthubioi  keruki didou

but the-NOM PTC hero-NOM Talthybios-D herald-D gave

perikalles  aethlon

lovely-ACC prize-ACC

‘but the hero gave his lovely prize to the herald Talthybios’ (I1.23.897)
(21) Verb-final structure with postposing

[,p autar ho g’ héros |, t; Talthubioi kéruki didou 1] [ perikalles aethion };
(22) Verb-medial structure with preposing

[,» autar ho g’ héros [ Talthubioi kéruki ) [, didou t; perikalles aethlon ]]

In cases like (20), which have two complements, there is clear evidence
of movement, although we may not be sure of its direction. In those cases
with only one complement, such as S X v or S v X, it is not even certain that
movement has taken place. Thus, the S v X example in (23) may reflect an
underlying verb-medial structure, as in (24), or a verb-final structure with
postposing, as in (25).

3 e pot’ Akhilléos pothé hiksetai  huias
indeed sometime Achilles-G longing-NOM will-come sons-ACC
Akhaion  / sumpantas
Achaians-G  all-ACC
‘indeed sometime longing for Achilles will come on all the sons of the
Achaians’ (I1.1.240)
(24) Verb-medial structure with no movement
[.» € pot’ Akhilleos pothé [, hiksetai [, huias Akhaion sumpantas 11}
(25) Verb-final structure with postposing
[.» € pot’ Akhilleos pothé {,, t; hiksetai |) [, huias Akhaion sumpantas |;

Distinguishing verb-final from verb-medial structure

Dealing with structural ambiguity of this sort is a common problem in his-
torical syntax, and a number of diagnostic tests have been devised to disam-
biguate verb position. One often used in Germanic syntax is the relative
position of the verb with respect to pronouns or verb particles. Thus, San-
torini (1989) noted that, although most verb-medial subordinate clauses in
early Yiddish are structurally ambiguous because they can be derived either
by verb movement to medial INFL or by complement postposing past a final
verb, there is one subset of the data in which this ambiguity is not present.’
Unlike other constituents that can appear after a final verb, as illustrated in
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(26), pronouns and verb particles always precede an unambiguously final verb
in Yiddish, as in (27). The tensed verb is underlined in each case.

(26) dz ikh reyn verde fun der ashin (Purim-shpil, 1004)
that I clean become of the ash
‘that I may become clean of the ash’ (Santorini, 1989)
(27) ven du mir meyn kop ab shneydst (Magen Abraham 2, 1624)
if youme my head off cut
‘if you cut my head off’ (Santorini, 1993)

It can be concluded, therefore, that particles and pronouns do not post-
pose in Early Yiddish, a restriction that in fact applies generally in Germanic
languages. Thus, any superficially verb-medial clause like (28) containing a
postverbal pronoun or particle must be underlyingly INFL-medial, with a
structure like that in (29). In underlyingly INFL-final clauses, on the other
hand, a propoun or particle will always precede the tensed verb, and it can
be assumed that any constituents that follow the verb have been postposed.

(28) vi  es izt mir zu kit (Purim-shpil, 424)
how it is me so cold
‘how I feel so cold’ (Santorini, 1989)

(29) [ce Vi Ly €5 [, izt; [y mir zu kit ;111

Postverbal pronouns and particles in Yiddish, therefore, provide crucial
evidence that at least some verb-medial clauses reflect verb-medial phrase
structure and are not derived by postposing. Consequently, phrase structure
competition is established. Furthermore, because clauses containing a diag-
nostic are not ambiguous, an estimate of the rate of verb-medial structure in
the language can be obtained by dividing the number of cases with a post-
verbal diagnostic by the total number of clauses containing a diagnostic (see
Santorini, 1993).

The evidence from structural diagnostics

Pronouns. The diagnostic tests just discussed are a little more difficult
to apply in AG, largely because of changes in the language that are not related
(at least directly) to the change at hand. For instance, although at least some
verb particles are independent in Homer, by Herodotus they have largely
fused with the verb and thus provide no useful evidence. The pronoun test
is more promising, but still has its difficulties.

AG makes extensive use of both empty and clitic pronouns, in addition
to full pronouns, and consequently the full pronouns tend to be used in em-
phatic or contrastive situations. The three possibilities are illustrated in (30).
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(30) a. Empty pronoun

(context: Lord Agamemnon stood up, holding the sceptre; that Hephais-
tos had wrought with skill.)
Hephaistos men doke Dii Kroniéni anakti
Hephaistos-NOM PTC had given Zeus-D son-of-Kronos-D lord-D
‘Hephaistos had given [it;] to lord Zeus, son of Kronos’ (11.2.102)

b. Clitic pronoun
tén moi dosan huies Akhaion
who-ACC me-D gave sons-NOM Achaians-G
‘who the sons of the Achaians gave to me’ (I1.1.392)

¢. Full pronoun
ai ken emoi Zeus / doéi kammonien, sen de
if PTC me-D Zeus-NOM  will give endurance  your-ACC PTC
psukhén aphelomai
life-ACC 1 will take
‘if Zeus will give endurance to me, I will take away your life’ (11.22.256)

The marked discourse function of full pronouns potentially affects their posi-
tion, and they cannot therefore be safely used as a diagnostic.?

This problem can be avoided in the later two stages by using the third per-
son pronoun aquton because it is never emphatic (emphatic third person ref-
erence being provided by the demonstratives). Thus, the clause in (31a), with
an initial demonstrative referring to a previously mentioned person, would
never appear as in (31b) with auron.

@31) a. touton  ho theos égeiren [en] téi tritéi  hémerai
this-ACC the-NOM god-NOM raised on the-D third-D day-D
‘this [man] God raised on the third day’ (Acts.10.40)
b. *auton ho theos égeiren [en] tei tritei  hémerai
him-ACC the-NOM god-NOM raised on the-D third-D day-D
‘him God raised on the third day’ (example based on Acts.10.40)

Forms of auton do not appear after a final verb (i.e., a verb preceded by
more than one constituent) in any period of AG, and thus, as in Early Yid-
dish, it is clear that they do not postpose as other NPs do, a fact presumably
to be attributed to their relatively light weight, as well as their status as given
information. Some typical examples of the use of quton are given in (32).

(32) a. Periandros men toutoisi auton katelambane
Periandros-NOM P these-D him-ACC coaxed
‘Periandros coaxed him with these things’ (Hdt.3.52.6)

b. sugkalesantes Persas hoi magoi
collecting-together-NOM Persians-ACC the-NOM magi-NOM
anebibasan auton epi purgon
mounted  him-ACC on tower-ACC
‘having collected together the Persians the magi mounted him on a tower’
(Hdt.3.75.1)
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TABLE 2. Position of auton with respect to
the verb in Herodotus and Luke

Herodotus Luke
Preverbal pronoun 6 (.55) 3 (.09
Postverbal pronoun 5 (.45) 60 (.95)

c. kai nephele hupelaben auton apo ton  ophthalmén
and cloud-NOM took up  him-ACC from the-G sight-G
auton
their-G

‘andg cloud took him up from their sight’ (Acts.1.9)

Unfortunately, this use of auton as an unemphatic pronoun is a late devel-
opment and is barely present, if at all, in Homer.? There is thus no way to
get an estimate of the percentage of verb-medial structure at this stage from
the full pronoun evidence. The evidence from the later stages, given in Table 2,
shows that the number of preverbal pronouns drops by about 50% between
Herodotus and Luke, supporting the hypothesis that there is indeed a change
in the verb position during this period.

In order to find evidence for verb position in Homer, we need to turn to
the clitic pronouns. These have quite a different distribution from the overt
pronouns, but one that also reflects the underlying phrase structure.

Clitic pronouns. These appear in two positions in AG: (1) at the left edge
of IP, as either the first or second word; or (2) at the left edge of VP, again
as either the first or second word. Examples of the first type are given in (33)
and of the second in (34). (Clitic junctures are conventionally indicated by =.)

(33) Position 1
a. [ autar [, =hoi Proitos kaka mésato thumdéi ]
but him-D Proetus-NOM evil-ACC planned heart-D
‘but Proetus planned evil against him in his heart’ (I1.6.157)
b. [ hoti [, =min houtd prothumdos Harpagos metepempsato ]}
why  him-ACC so eagerly Harpagus sent-for
‘why Harpargus sent for him so eagerly’ (Hdt.1.111.2)
c. all’ [, hote =dé |, dekaté =moi epéluthe nuks
but  when PTC  tenth-NOM me-D came  night-NOM
erebenné )]
dark-NOM
‘but when the tenth dark night had come to me’ (11.9.474)
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(34) Position 2

a. ho arkhiereus [ve €kséneike  =sphi phialas
the-NOM high-priest-NOM brought out them-D cups-ACC
khruseas ]
gold-ACC
‘the high priest brought gold cups out to them’ (Hdt.1.156.1)

b. basileus de Dareios, ... [veeneikhe =sphi deinon
king-NOM PTC Darius-NOM in held them-D terrible-ACC
kholon ]
anger-ACC
‘and King Darius held a terrible anger against them inside’ (Hdt.6.119.1)

c. € alloi [ve €ipon =soi peri emou; ]

or others-NOM say you-D about me-G
‘or did others say it to you about me?’ (John.18.34)

d. Minuai de  Orkhomeniou |[,, =sphi anamemikhatai |
Minyae-NOM PTC Orchomenos-G  them-D are mixed together
‘The Minyae of Orchomenos are mixed together with them’ (Hdt.1.146.1)

These two positions can be derived in the following way. Clitics are base-
generated in the same position as their full NP counterparts: that is, as com-
plements of the verb, either before it in verb-final clauses or after it in
verb-medial clauses. Because of their clitic status, however, they do not
remain in this position, but “float” to the left edge of some phrasal projec-
tion to which they attach by Chomsky-adjunction, as illustrated in (35).'°

(35) [xe clitic [4, specXP [,» X YP]]]

In addition, a rule of prosodic inversion (PI) may apply in a phonologi-
cal form (PF) that moves the clitic one phonological word to the right, as in
(36)."! Thus, the clitic will always surface as the first or second word in the
phrasal unit in which it appears.

(36) a. Clitic adjoined to IP without PI
[cs ROt [, =min [i» houtdo prothumos Harpagos
why  him-ACC so eagerly Harpagus-NOM
metepempsato 1]]
sent for
‘why Harpargus sent for him so eagerly’ (Hdt.1.111.2)
b. Clitic adjoined to IP with PI'?
[ [» khoOlOS =de =min agrios héirei ]
anger-NOM PTC him-ACC wild-NOM seized
‘and wild anger seized him’ (11.8.460)

When the verb is final in its phrase and therefore governs to the left, the clitic
floats leftward as far as possible (i.e., to the IP), as in the examples in (36).
The relevant structure is shown in (37). When the verb is medial, on the other
hand, I assume the VP acts as a barrier and the clitic must remain within it,
as in (38)."
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(37) Verb-final structure: Clitic attaches to IP

/IP\

clitic; IP

(38) Verb-medial structure: Clitic attaches to VP

/VP\
clitic; VP
specVP A
A~
\% t

In the majority of cases in which the clitic remains in the VP, it surfaces
next to the verb, either before or after it, as in the examples in (34). It is also
possible, however, for it to appear elsewhere, as illustrated in (39). (The verb
is in bold face.)

(39) a. én te meé enallaks édé topo toutou hai
if-PTC and not alternately now the-G-from this-G the-NOM
eutukhiai =toi teisi pathéisi prospiptosi

good-fortune-NOM you-D the-D suffering-D would befall
‘and if good fortune would not from this time forth befall you alternately
with suffering’ (Hdt.3.40.4)

b. patér de sos hupodeksamenos bion
father-NOM PTC your-NOM having-received-NOM livelihood-ACC
te =moi kai oikon edoke

and me-D and home-ACC gave
‘your father receiving [me] gave to me a livelihood and a home
(Hdt.7.104.2)

In cases of this sort, a postverbal complement has been preposed and
adjoined to the VP; the clitic, rather than adjoining to the minimal VP, has
floated leftward and attached to the maximal VP created by adjunction. The
structure of (39b), therefore, is as in (40).

(40) [ patér de sos hupodeksamenos [y, [ bion =te =moi kai oikon |; [\, edoke t; ]1]
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TABLE 3. Adjunction site of object clitics in Homer,
Herodotus, and the New Testament (NT)

Homer Herodotus NT
IP-adjunction 1,066 (.99) 90 (.6) 4 (.06)
VP-adjunction 7(.01) 60 (.4) 64 (.94)

This floating of the clitic to the maximal VP created by adjunction is
optional, however, as shown by example (41) in which the clitic appears in
postverbal position and thus must be adjoined to the minimal VP.

(41) hoti egd lve [pe €is ethne 1i [y makran |, eksapostelo
since -NOM to gentiles-ACC far away send
=se 11
you-ACC

‘since I send you far away to the Gentiles’ (Acts.22.21)

Thus, I take the adjunction site of the clitic (IP or VP) to provide a diag-
nostic for the underlying position of the verb. As Table 3 shows, in Homer
clitics adjoin almost categorically to IP, whereas in the two later authors both
types are found, although they differ in frequency. The data in this table are
based on The Iliad 1-12, Herodotus 1-4, and the entire New Testament
corpus.'*

The proportion of IP to VP clitic attachment in Herodotus and the Koiné
is very close to that of pre- versus postverbal pronouns. The difference is in
fact not significant (Herodotus: x? = .896, p < .5; Luke: x*>=.081, p < .8).
The best estimate of the proportion of verb-final to verb-medial structure in
these three authors, derived by combining the pronoun and clitic evidence in
Tables 2 and 3, is given in Table 4. By this measure, it appears that Homeric
Greek is essentially verb-final, whereas the Koiné is almost verb-medial.
Herodotus, between the two in time, reflects a mixed type in which both
phrase structures are well represented.

QUANTITATIVE EVIDENCE FOR PHRASE
STRUCTURE COMPETITION

The pronoun and clitic data give structural evidence for verb-final/verb-
medial competition in Herodotus. Here, I present a further quantitative argu-
ment for phrase structure variation that is based on the changing distribution
of clause types (illustrated in Table 1) and that relies on the hypothesis that
usage patterns are stably associated with a particular grammar. The model
of usage associated with the verb-final grammar can be based directly on the
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TABLE 4. Proportion of verb-final/verb-medial
structure in Homer, Herodotus, and Luke

Homer Herodotus Luke
V-final 1,066 (.99) 96 (.6) 7(.05)
V-medial 7(.01) 65 (.4) 124 (.95)

Homeric data, since we know from the structural evidence that it reflects vir-
tually no verb-medial structure. The model for the verb-medial grammar can
likewise be based on the Koiné evidence with some adjustment for the 5%
of the data derived from the old verb-final base. The hypothesis that the
changing distribution of clause types in AG is due to phrase structure com-
petition is confirmed when the two models are brought to bear on the Herod-
otean data. Although neither model alone fits the data well, a good fit is
obtained if a proportion of the data is derived from each model. Strikingly,
the ratio of verb-final to verb-medial structure that gives the best fit does not
differ significantly from the best estimate of the ratio obtained on the basis
of the structural diagnostics.

Constructing the models

The model of usage I adopt here is very simple and rests on four basic
assumptions.

1. At least some types of syntactic rules apply in the generation of sentences.
That is, I assume a fairly direct connection between grammar and usage such
that the organization of the grammar is reflected in the patterns of usage
(Kroch, 1989). As Guy (1991) noted in his examination of this issue in the
area of phonology, the connection between theories of competence and pro-
duction data is not a necessary one. However, the assumption that there is
such a connection, and that it is reflected in usage in a direct way, is the first
step in the development of empirically testable theories of language use.

2. Grammatical rules apply independently of one another. A model in which
there is no interaction between the application of different rules or multi-
ple applications of the same rule is of the simplest kind and is to be preferred
unless evidence to the contrary forces the assumption of interaction.

3. The application rate of grammatical rules on average and across texts is con-
stant. I assume that the factors that determine the application of such
optional rules as argument postposing are stylistic or pragmatic (as, e.g.,
information status, heaviness, focus, etc.). Previous studies (e.g., Kroch,
1989; Noble, 1985; Oliveira e Silva, 1982) have shown that the effect of fac-
tors of this type is stable: that is, the extent to which each factor favors appli-
cation of the rule does not change from one context to another.

4. The application rate of these rules is stably associated with the grammar to
which they belong. Thus, as long as the grammar does not change, the prob-



W ANN LAYLUK

ability of rule application will not change, and conversely, an apparent
change in the application rate of a rule indicates a change at the level of the
grammar.

As I demonstrate, the data strongly support these four assumptions.

The verb-final grammar. Earlier, I exemplified the clause types that are
attested in the AG texts and that the grammar must therefore be able to gen-
erate. Assuming on the basis of the clitic evidence (Table 3) that Homeric
Greek is essentially verb-final, the simplest way of deriving all the alternate
orders is by postposing either the subject or the complement or both.!* We
can obtain an estimate of the rate at which this rule applies to subjects and
complements from the distribution of clause types observed as follows. Let
s equal the probability that the subject postposes and p equal the probabil-
ity that the complement postposes. The probability of the opposite outcome
in each case (i.e., that the subject or complement does not postpose)is 1 —s
and 1 — p, respectively, since postposing and not postposing exhaust the pos-
sible outcomes. The probability for each clause type is defined by multiply-
ing the probabilities of the appropriate outcome for each argument in the
clause. The expected distribution for the sample (e.g., as in Table 6) is then
obtained by taking the probability for each clause type times the number of
clauses containing the relevant arguments. Thus, for example, the probabil-
ity of the order S v X is defined by p(1 — s): that is, the probability of the
subject not postposing multiplied by the probability of the complement post-
posing. The formula for each clause type is given in Table 5.

As an example, let’s assign s and p each the value .5. The expected distri-
bution is obtained by substituting .5 for s and p in the formula and multiply-
ing the outcome by the N for clauses with subjects (if the pattern contains an
S) or by the N for clauses without subjects (if the pattern does not contain
an S). The expected distribution of clause types in the Homeric sample, based
on the assumption that both postposing and preposing occur 50% of the time,
is given in Table 6, along with the actually observed distribution from Table 1.

As can be seen in Table 6, the observed and expected distributions are not
at all close, and thus it can be concluded that the probability of application
of postposing in Homer is not .5. In order to minimize the difference between
the observed and expected distributions, the estimates of s and p must be
adjusted.'® The best fit is obtained when s = .23 and p = .43, as shown in
Table 7."7

Some test cases

Previously, I used the distribution of clauses with two arguments to get an
estimate of the probability of subject and complement postposing in the verb-
final grammar. The validity of the estimates obtained on the basis of these
clauses can be checked against additional Homeric data sets. As I demon-

TABLE S. Formula for calculating
distribution of clause types based on
the probability of postposing of
subjects and complements

Pattern Formula

S Xv (1—5)(1—2,0)
XYv (1-p)
Sv X p(l —s)
Xv S s(1 —p)
XvY 2p(1 — p)
v S X s@

v XY P

TABLE 6. Observed and expected distribution of clauses
with two arguments in Homer®

Observed Expgctgd

Pattern Formula Distribution Distribution
S Xv (1-50-p) 41 22.25
XYv (1 - p)? 7 s
Sv X p(l —s) 31 ‘,3.25
Xv S s(1 -p) li -8.

Y 2p(1 — p)
i(g X P sp 8 23,25
v XY p? 5

aN = 109, n for clauses with subjects = 93, n for clauses without subjects =
16;s = .5, p = .5 x* = 35.15, p < .001.

TABLE 7. Best fit of observed and expected distribution
of clauses with two arguments in Homer”

Observed Exgequd

Pattern Formula Distribution Distribution
S Xv (1 =s)(1 =p) 41 4£
XYv (1 =p)? 7 S

Sv X p(l —s) 31 31

Xv S s(1 —p) 13 122;
XvyY 2p(1 = p) 4 s

v SX sp 8 :

v XY p? s

aN = 109, n for clauses with subjects = 93, n for clauses without subjects =
16;s=.23, p= .43 x* =4.12,p> 8
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trate here, the results bear out my key assumptions that rules apply indepen-
lently and at a constant rate.

Clauses with three arguments. Although the number of clauses is small,
Il possible orders of a verb with three full NP arguments are represented in
he sample, with the exception of v § X Y, as illustrated in (42).'® The lack
f an example of the v S X Y pattern is attributable to the general rarity of
lauses with three full NP arguments and the low probability of all three post-
‘osing, rather than to the ungrammaticality of this one type. I have included
n example with a PP, rather than a full NP, to show that this type does
1deed occur as expected. As before, the order of the arguments on each side
f the verb is not taken into account.

2)a. SXYv
hos Akhileus Troessi  ponon  kai kéde’ etheken
0 Achilles-NOM Trojans-D toil-ACC and care-ACC put
‘so Achilles put toil and care on the Trojans’ (I1.21.525)
b. SXvY
autar ho g herés Talthubioi  kéruki  didou
but  the-NOM PTC hero-NOM Talthybios-D herald-D gave
perikalles  aethion
lovely-ACC prize-ACC
‘but the hero gave his lovely prize to the herald Talthybios’ (11.23.897)
c. XYvS
dora d’ ag’ alleloisi perikluta  doomen amphé
gifts-ACC PTC come one-another-D lovely-ACC we give both-NOM
‘we both shall give lovely gifts to one another’ (11.7.299)
d SvXyY
ton d’  Helenos, Priamoio philos pais,
their-G PTC Helenos-NOM Priam-G beloved-NOM son-NOM
suntheto thumoi boulén
put heart-D council-ACC
‘Helenos, Priam’s beloved son, put their council in his heart’ (11.7.44)
e. XvSY

Tudeideéi men doke meneptolemos
son-of-Tydeus-D PTC gave stubborn-in-battle-NOM
Thrasumedes phasganon amphékes

Thrasymedes-NOM sword-ACC two-edged-ACC
‘Thrasymedes, stubborn in battle, gave his two-edged sword to the son of
Tydeus’ (11.10.255)

f.vSXY
é0then gar thésontai peri astu makhén
at-dawn PTC put about city-ACC battle-ACC
helikopes Akhaioi

glancing-eyed-NOM Achaians-NOM
‘at dawn the glancing-eyed Achaians put battle about the city’ (11.24.402)

Table 8 gives the observed and expected values for this data set, minimiz-
3 the difference between them as in Table 7. The values obtained for s and
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TABLE 8. Best fit of observed and expected distribution
of clauses with three arguments in Homer®

Observed Expected
Pattern Formula Distribution Distribution
SXYv (1 -s)(1 -p)? 4 S
SXvyY 2p(l —s)(1 —p) 10 7
XYvS s(1 — p)? 2 2
Sv XY pil —ys) 1 3
XvSY s2p(1 = p) 4 3
vS XY s(p?) 0 1

IN=2l;5=.29, p=.41; x> =3.66,p> 8.

TABLE 9. Distribution of arguments in clauses
with one argument in Homeric Greek

Pattern n %o Pattern n %o
Sv 30 .53 Xv 53 59
vS 27 .47 v X 37 .41

p (.29 and .41, respectively) are very close to those obtained from the set of
clauses with two arguments. This confirms the hypothesis that syntactic rules
apply independently of one another and at a constant rate.

Clauses with one argument. In clauses with only one NP argument,
either a subject or an NP complement, the probabilities s and p are reﬂec.ted
directly in the percentage of postposed cases. Examples of the four possible
orders are given in (43) and the distribution of clause types in Table 9.

(43) a. Sv
deino de =hoi osse phaanthen

terrible-NOM PTC his-D eyes-NOM shone
‘and his terrible eyes shone’ (11.1.200)
b.vS
edeisen d’  ho geron
was afraid PTC the-NOM old-man-NOM
‘and the old man was afraid’ (11.1.33)
c. Xv
ei ken thanaton ge phugoimen
if PTC death-ACC PTC we might flee
‘if we might flee death’ (I1.1.60)
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d. vX
kai ouk apedeksat’ apoina
and not he receive ransom-ACC
‘and he did not receive the ransom’ (I11.1.95)

Thus, s = .47 and p = .41. Although the value for p is in the same range as
our past results, the value for s is much higher than the previously obtained
high value of .29. A closer examination of the clauses with subjects, however,
reveals that the probability of postposing varies among types of subjects,
some of which favor postposing, whereas others disfavor it. The subjects can
be divided into two categories: (1) proper names, either alone or with a for-
mulaic epithet; and (2) other subjects.'® These two types are illustrated in
(44) and (45).

(44) Proper name subjects
a. kai =hoi peithontai Akhaioi
and him-D obey Achaians-NOM
‘and the Achaians obey him’ (I1.1.79)

b. ¢ pou  kagkhaloosi karé komoodntes
indeed surely laugh head-ACC having-abundant-hair-NOM
Akhaioi,

Achaians-NOM
‘for surely the flowing-haired Achaians laugh’ (11.3.43)
(45) Other subjects
a. olekonto de  laoi
perished PTC people-NOM
‘and the people perished’ (I1.1.10)
b. atar én pote dasmos hiketai
but if-PTC ever distribution-NOM comes
‘but if ever distribution comes’ (I1.1.166)

Table 10, which compares the distribution of pre- and postverbal subjects
in the two categories for clauses with one argument and clauses with two
arguments, makes it clear that the major difference between the two data sets
lies in the proper name subjects. Whereas the difference in distribution
between the other subjects is not significant, x2 = .961, p < .5, the differ-
ence between the proper name subjects is significant at the .01 level, x2 =
7.387. This result appears to run counter to the claim that the combined effect
of the factors that influence movement is constant across the text. It is impor-
tant to note, however, that this claim refers to internal linguistic factors such
as heaviness, focus, information status, and so forth. The deviant behavior
of the single argument clauses, on the other hand, is the result of formal pres-
sures imposed by the structure of the Homeric text.

The Homeric poems are written in dactylic hexameter: that is, lines com-
posed of six feet with the metrical shape—~UU or— —. Thus, metrical
requirements necessarily have some effect on the language of the poem. The
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TABLE 10. The distribution of subjects in two categories
Sor clauses with one and two arguments in Homer

Proper Name Subjects Other Subjects
Pattern 1 Argument 2 Arguments 1 Argument 2 Arguments
Sv 7 (.29) 28 (.64) 23 (.7 55 (.79)
vS 17 (.71) 16 (.36) 10 (.3) 15 (.21)

most obvious effect is a process called “localization,” whereby certain words
or phrases are limited either completely or to a large extent to a certain posi-
tion in the line (O’Neill, 1942; Porter, 1951). However, the effect of local-
ization on word order is not as extreme as might be expected. First of all,
localization is rarely absolute; there are generally two or three positions avail-
able for any given item. Second, localization is actually a restriction on met-
rical types rather than individual words, and because Greek is an inflected
language, a lexical item may be localized in a number of positions, depend-
ing on how it is inflected. Verbs are especially mobile, since their inflected
forms vary widely in metrical type. A related point is that Homeric Greek
contains many interchangeable pairs of words with different metrical shapes
which may be variants of the same word (Odysseus/Odyseus, where the for-
mer is scanned U — —, whereas the latter is UU —), forms from different dia-
lects (ammes [Aeolic)/ hémeis [lonic] ‘we’, scanned — U and — —), or more
or less synonymous forms (doru/egkhos ‘spear’, scanned UU and —U).
Third, although clauses are often accommodated within a single line, this is
by no means necessary. A clause may begin on one line and end on the next,
a construction traditionally called “enjambement.” A word localized to line-
end, therefore, may in general be related to a clause on either its own line or
the following line. Compare (46a) and (46b).

(46) a. Enjambed
...0phr an  Akhaioi
until PTC Achaians-NOM

huion emon teisosin . . .
son-ACC my-ACC honor
‘until the Achaians honor my son’ (I1.1.509)
b. Unenjambed
.. kai =hoi peithontai Akhaioi
. and him-D obey Achaians-NOM
‘and the Achaians obey him’ (I11.1.79)

Therefore, there are a number of compositional techniques that generally
serve to mitigate any extreme effect localization might otherwise have on



TABLE 11. The distribution of subjects in two categories
for clauses with one and two arguments in Homer,
excluding those with only two constituents

Proper Name Subjects Other Subjects
Pattern 1 Argument 2 Arguments 1 Argument 2 Arguments
Sv 7 (.58) 28 (.64) 17 (.81) 55 (.79
vS 5 (.42) 16 (.36) 4(.19) 15 (.21)

word order. The mitigating effect of these factors, however, is greatly reduced
in short clauses, especially in short clauses containing proper name subjects.
The reasons for this are twofold. First, enjambement is heavily disfavored
in clauses made up of only two constituents; thus, this type of clause is gen-
erally contained on a single line. Second, whereas localization affects all
words to some degree, it is especially evident in formulaic constituents, a class
to which the proper name subjects belong; moreover, these formulaic con-
stituents are most often localized to the end of the line (Parry, 1971). Thus,
in the majority of subject-verb clauses in which the subject is localized at line-
end, the word order will be v S.

The source of the skewed results in Table 10 is the inclusion of clauses with
exactly two constituents (i.e., the verb and one argument with no adjunct
material, such as adverbs, nonargument NPs or PPs, etc.) because this cat-
egory includes a type of clause in which structural pressures permit little if
any word order variation. Table 11 compares the distribution of pre- and
postverbal subjects in the two categories for clauses with one argument and
clauses with two arguments, leaving out all clauses with exactly two
constituents.

With the exclusion of clauses made up of only two constituents, the dif-
ference between the clauses with one argument and those with two disappears
(the difference is not statistically significant in either case). Although proper
name subjects continue to differ slightly from other subjects, this difference
is constant in the two data sets, and the overall probability of subject post-
posing in the one-argument clauses (.27) is now in the same range as the prob-
ability of subject postposing found in the other two data sets (.23 and .29).
Modeling all three NP argument data sets together gives equally good results,
with the x? reaching a minimum of 8.51 (assuming the values s = .25 and
p = .42).

Clauses with prepositional phrases. The final data set to be tested is made
up of clauses with two arguments, one of which is a prepositional phrase
(PP). These include both clauses with a subject and a PP complement and
those with no subject in which one of the complements is an NP and the other

a PP. Examples of all the possible orders are given in (47), where S and X
stand for subject and NP complement, as usual, and P stands for a PP.

(47) a. SPv
hai men Akhaion  kéres epi khthoni pouluboteiréi
the-NOM PTC Achaian-G fate-NOM to earth-D prospering-D
hezesthén
settled

‘the fate of the Archaians settled to the prospering earth’ (11.8.73)
b. PSv
Troon anth’  hekaton te dékosion te hekastos  stéseth’
Trojans-G against 100-ACC and 200-ACC and each-NOM stood
en polemoi
in battle-D
‘each [of you] stood against 100 and 200 of the Trojans in battle’ (11.8.233)
c. XPv
all’ hote dé opa te megalén ek  stétheos heié
but when PTC voice-ACC and great from chest-G he-sent
‘but when [he] sent the great voice from his chest’ (11.3.211)
d PXv
kai eis hala lumata ballon
and into sea-ACC washings-ACC they-threw
‘and [they] threw the washings into the sea’ (11.1.314)
e. SvP
teukhea men hoi  keita epi khthoni poulubotereiréi
armor-NOM PTC his-D lies on earth-D prospering-D
‘his armor lies on the prospering earth’ (11.3.195)

f. PvS
t0i  gar epi phresi théke thea leukolenos
his-D PTC in heart-D put goddess-NOM white-armed-NOM
Hera
Hera-NOM

‘the goddess white-armed Hera put [it] into his heart’ (I1.1.55)
g. XvP

nun d’ age néa melainan  erussomen
now PTC come ship-ACC black-ACC we-drag
eis hala dian

to sea-ACC divine-ACC

‘but come now, let us drag a black ship down to the divine sea’ (11.1.141)
h. PvX

aps d’ es kouleon ose mega ksiphos

back PTC into scabbard-ACC he thrust great-ACC sword-ACC

‘he thrust the great sword back into its scabbard’ (I1.1.220)
i. vSP

élthe de  Athéné ouranothen

came PTC Athene-NOM heaven-from

‘Athena came from heaven’ (11.1.194)
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TABLE 12. Best fit of observed and expected distribution
of clauses containing PP arguments in Homer®

Observed Expected
Pattern Formula Distribution Distribution
SPv =51 -m) 14 16
XPv (I =p)(1 =m) 9 7
SvP m(l —s) 12 10
PvsS s(1 —m) 7 6
Pv X p(l —m) 7 7
Xv P m(l — p) 2 4
vSP sm 3 4
v XP pm 4 4

“N =58, n for clauses with subjects = 36, n for clauses without subjects = 22;
s=.28,p=.48 m= 37 x> =278, p> .98.

j. vPS
bé de kat’ Oulumpoio karénén khoomenos ker
he-went PTC down Olympus-G peaks-G being-angry-NOM heart-ACC
‘he being angry in his heart went down the peaks of Olympus’ (I1.1.44)

k. vXP
kai néess’ hégesat’ Akhaion Ilion eiso /
and ships-ACC he-led Achaians-G Troy-ACC to  his-ACC
heén dia mantosunén

through seercraft-ACC

‘he led the ships of the Achaians to Troy through his seercraft’ (11.1.71)
. vPX

helketo d’ ek  koleoio mega ksiphos

he-drew PTC from scabbard-G great-ACC sword-ACC

‘he drew the great sword from its scabbard’ (11.1.194)

In order to fit the data in (47), we need to add another variable, m, to
stand for the probability of PP postposing. Table 12 gives the best fit for
these data, and once again the values of s and p are quite close to those
obtained from the other data.

Table 13 compares the probability of postposing for subjects and NP com-
plements obtained from each of the four data sets tested here. In each case
the probabilities are quite close. This convergence of results from different
samples gives strong support for the model of usage assumed here. The fit
of the model to the data under the assumption of independence is good in
each case. Once again the probability of application in the case of subjects
and complements is fairly stable.20

The verb-medial grammar. On the evidence of the pronouns and clitics
discussed earlier, the estimate of the amount of verb-final structure in Luke
is about 5%. The first step in constructing the usage model associated with

TABLE 13. Probability of subject and NP complement
postposing in four Homeric data sets

Subject Complement
Postposing Postposing N
1 NP argument .27 41 135
2 NP arguments .23 .48 109
3 NP arguments .29 41 21
1 NP/1 PP argument .28 .48 58

TABLE 14. Distribution of verb-final clauses in Luke
assuming values of s and p from Homer?

Estimated
Pattern Formula Distribution
S Xv (1 —=s)(1 —p) 2.02
Sv X p(l —s) 1.5
Xv S s(1 - p) .67
vSX sp .49

‘N=51s=.25p=.42.

the verb-medial grammar, therefore, is to remove the verb-final tokens from
the sample. Although it is generally impossible to tell for any individual token
whether it is underlying verb-final or verb-medial, we know from the
clitic/pronoun data that about 5% of the sample (.05 * 102 = S tokens) is
verb-final. These five tokens can be distributed according to the values of s
and p associated with the verb-final grammar (s = .23 and p = .43, obtained
by averaging the probabilities for the Homeric data in Table 13). The distri-
bution of these five tokens is given in Table 14. As clauses with three argu-
ments, and even clauses with two complements, are rare in the Koiné data,
I have only used clauses with a subject and a complement here.?'

Having calculated the distribution of the verb-final clauses, the verb-
medial estimates are obtained simply by subtracting the verb-final clauses
from the observed distribution. Table 15 gives the results.

The verb-medial grammar must generate the same range of clause types as
the verb-final grammar discussed in the previous section. Because comple-
ments are base-generated to the right of the verb, however, a rule of preposing
is needed to derive apparently verb-final orders. If we let ¢ equal the proba-
bility of complement preposing and s continue to stand for the probability
of subject postposing, and solve for the variables as before, we obtain the
results in Table 16. The estimated verb-medial distribution from Table 15 has
been rounded in Table 16. As usual, the x? is based on the actual estimates.
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TABLE 15. Estimate of distribution of verb-final and verb-medial
clauses in Luke assuming .05 verb-final structure

Observed Estimated Verb-final  Estimated Verb-medial

Pattern  Distribution Distribution Distribution
S Xv 7 2.02 4.98
Sv X 57 1.5 55.5
Xv S 5 .67 4.33

v S X 25 .49 24.51
N=97.

TABLE 16. Best fit of observed and estimated distribution
of verb-medial clauses with two arguments
including a subject in Luke®

Estimated Verb-medial Expected
Pattern Formula Distribution Distribution
S Xv IS 5 6
Sv X -9l —s) 55 52
Xv S sq 4 3
vS§X s(1—q) 25 26

SN =97; 5= .32, g = .10; x* = .633, p > .98.

The assumption of independence and a fixed probability of application for
each rule again produces an expected distribution that is close to that
observed. A comparison of Tables 13 and 16 reveals that, whereas subjects
postpose at about the same rate whether the clause in question is generated
by the verb-medial or the verb-final grammar, the complement preposing
associated with the verb-medial grammar applies at a much lower rate than
the complement postposing associated with the verb-final grammar.

The intermediate period

Having established the probabilities for the usage models associated with
the verb-final and verb-medial grammars, the Herodotean data can now be
tested. First, it is clear that neither the usage model of the verb-final gram-
mar nor of the verb-medial fits these data. Table 17 gives the expected dis-
tribution of the Herodotus data under the hypothesis that it is generated by
the verb-final grammar of Homer, and Table 18 gives the same under the
hypothesis that Herodotus is generated by the verb-medial grammar deduced
from the Koiné.?? In both cases, the difference between the observed and
expected distribution is significant.?

TABLE 17. Best fit of observed and expected
distribution of clauses with two arguments in
Herodotus assuming a verb-final grammar®

Observed Expected
Pattern Formula Distribution Distribution
S Xv (1 -5(1-p) 34 56
XYv (1-p)p? 2 2
Sv X p(l—s) 59 41
Xv S s(1=p) 16 18
XvY 2p(1 - p) 1 2
vSX sp 20 14
v XY p? 2 1

AN = 134, n for clauses with subjects = 129, n for clauses with-
out subjects = 5; 5 = .25, p = .42; x> = 22.63, p < .0l.

TABLE 18. Best fit of observed and expected
distribution of clauses with two arguments in
Herodotus assuming a verb-medial grammar®

Observed Expected
Pattern Formula Distribution Distribution
S Xv q(l —s) 34 9
XYv q* 2 0
SvX (1 =g)(1-1) 59 78
XvSs sq 16 4
Xvy 2¢q(l — q) 1 1
v S X s(1—q) 20 38
v XY (1-g)? 2 4

IN= 13.4, n for clauses with subjects = 129, n for clauses with-
out subjects = 5; s = .32, ¢ = .10; x> = 184.07, p < .001.

In Tables 17 and 18, it is crucially assumed that the usage model is stably
associated with its grammar: that is, the clauses derived from the verb-final
grammar will continue to be distributed according to the values of s and p
obtained from the Homeric data, and the clauses derived from the verb-
medial grammar will be distributed according to the values of s and ¢ ob-
tained on the basis of Luke. An alternate way to approach these data,
however, is to assume that Herodotus is verb-final like Homer, and that the
difference between Homer and Herodotus simply reflects a rise in the rate of
complement postposing. Solving for the values of s and p that give the best
fit for the Herodotean data, we get the results in Table 19.

As the fit of the data to this model is quite good, it might be claimed that
it is not the grammar that has changed, but rather that the probability of
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TABLE 19. Observed and expected distribution of
clauses in Herodotus assuming a verb-final grammar
and allowing s and p to vary“

Observed Expected
Pattern Formula Distribution Distribution
S Xv (1=-s5(1-p) 34 38
XYv (1 - p)? 2 1
SvX p(l —s) 59 55
Xv S s(1 —=p) 16 15
XvY 2p(1 - p) 1 2
vSX sp 20 21
v XY p? 2 2

2N = 134, n for clauses with subjects = 129, n for clauses with-
out subjects = 5; 5 = .28, p = .60; x* = 3.38, p> .9.

complement postposing has risen from about .43 in Homer to around .6 in
Herodotus. There are two arguments against taking this approach, however.
First, it provides no account of the behavior of the pronouns and clitics. If
the Herodotean grammar is the same as the Homeric, why do the clitics
behave so differently? They are not affected by postposing in any way, and
yet their distribution changes. Likewise, although pronouns do not postpose,
their distribution changes between Herodotus and Luke. These facts remain
unaccounted for under the hypothesis that change is simply in the probabil-
ity of postposing.

Second, evidence from other studies examining the effect of various fac-
tors on a number of different types of language change have clearly showed
that the probabilities associated with these factors do not change. A number
of examples of this type are discussed in detail in Kroch (1989). In addition,
in a directly parallel case, Santorini (1993) found that the rate of postposing
in Yiddish remains stable over time (see her Table 5). Thus, the assumption
that the change in distribution of clause types between Homer and Herodo-
tus is the result of an increase in the rate of postposing runs counter to evi-
dence provided by other changes in the language, as well as to our present
understanding of the mechanism of language change based on a number of
studies in other languages.

1 turn now to the hypothesis that the differences in the distribution of
clause types among Homer, Herodotus, and Luke are the result of compe-
tition between verb-final and verb-medial structure. Because we know the
rates of pre- and postposing associated with each grammar from Homer and
Luke, we can now test the Herodotus data to see if a good fit can be obtained
by assuming that some proportion of the data is verb-final and the rest verb-
medial. This is done by calculating the distribution of a part of the data as
if it were verb-final (using s and p from Homer) and distributing the rest as if

AN

TABLE 20. Estimated distribution of verb-final and verb-medial
clauses in Herodotus compared with observed distribution
assuming 62% verb-final tokens®

Estimated Estimated Total Total

Verb-final Verb-medial Estimated Observed
Pattern Clauses Clauses Clauses Clauses
S Xv 35 3 38 34
XYv 1 0 1 2
SvX 25 30 55 59
Xv S 11 2 13 16
Xvy 2 0 2 1
v S X 8 14 22 20
vXY 1 2 3 2
N 83 51 134 134

x?=2.94,p> 8.

it were verb-medial (using s and ¢ from Luke). The estimated tokens for each
clause type are then added together and compared to the observed total. Vary-
ing the proportion of verb-final/verb-medial tokens in order to minimize the
difference between the estimated total (estimated verb-final tokens + esti-
mated verb-medial tokens) and the observed total results in the estimate that
62% of the data is verb-final (see Table 20). Adjusting the proportion of verb-
final/verb-medial structure any further in either direction makes the fit worse.
To illustrate this point, Table 21 gives the chi-square for a spread of possi-
ble verb-final/verb-medial mixes.

From these results it is clear that Herodotus cannot be derived solely from
either the verb-final grammar of Homer or the verb-medial grammar of the
Koiné. On the other hand, a model in which a little over 60% of the data is
from a verb-final base and the rest from a verb-medial one gives a fairly good

\\ fit. Striking and independent confirmation of the quantitative analysis and

the assumptions it is based on comes from the near-identity of the best esti-
mates of the percentage of verb-final structure that are obtained from it (62%
verb-final) and from the structural analysis summarized in Table 4 (60%
verb-final).

CONCLUSIONS

It has been proposed (Kroch, 1989; Pintzuk, 1991; Santorini, 1989) that syn-
tactic change may be achieved through competition between subsystems of
grammar, rather than by a reanalysis of ambiguous clauses at the end of the
change, as is often assumed (Lightfoot, 1991). The AG change from SOV to
SVO gives further support to this hypothesis. The distribution of clitics and
pronouns provides structural evidence that, whereas Homer is essentially verb-



TABLE 21. Goodness of fit as a function
of assumed phrase structure mix

% Assumed Verb-final x2

13.15
377
2.94
2.99
4.93

20.28

73.10
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final, both verb-final and verb-medial phrase structures occur in Herodotus.
Synchronic phrase structure variation is also reflected in the changing distri-
bution of clause types between the Homeric and Herodotean periods. The
Herodotean data fit neither the verb-final Homeric model nor the later,
largely verb-medial Koiné. But if part of the data is modeled according to t.he
original verb-final grammar and part according to the innovative verb-medial
model, a good fit is obtained: the percentage of the data that must be attrib-
uted to each grammar in order to obtain the best fit is extremely close to the
percentage expected on the basis of the structural evidence.

The hypothesis that the change in the distribution of clause types reflects
the change in the grammar (rather than a change in usage) rests on a num-
ber of assumptions about the nature of the association between grammar
and usage. Two of these—that optional rules apply independently, and that
they apply at a constant rate —are explicitly tested against the Homeric data
and found to hold. Thus, the model used —one that assumes no interaction
between one application of a rule and another — gives a good fit for all four
of the Homeric data sets tested. In addition, all the data sets (with one excep-
tion, which is clearly related to the special character of the Homeric text) yield
approximately the same probabilities for the application of postposing. Pre-
vious work suggests that the effect of stylistic/pragmatic factors on gram-
matical rules is constant across time as well as across contexts. Although the
quantitative data considered here do not fit this hypothesis any better than
one in which it is assumed that the effect of these factors does change (i.e.,
the difference between Homer and Herodotus is the result of an increase in
the rate of postposing), the structural evidence clearly contradicts the view
that there is no change in the grammar. Overall, therefore, these data sup-
port the hypothesis that pragmatic/stylistic effects are constant across time.

NOTES

1. The head-complement orders of some categories do seem to depend on pfhers, however.
Thus, whereas INFL-medial order seems to be compatible with either a head-initial or head-final
VP, INFL-final order only coexists with verb-final order.

2. The VP in the V-raising case can be head-initial or head-final, with the same results.

3. The following abbreviations are used in the examples: PTC = particle, PV = preverb;
NOM = nominative, ACC = accusative, G = genitive, D = dative; / = indicates the line-end;
[ ] encloses textual emendations.

4. In addition, some forms of eimi ‘to be’ are clitic, and it is possible this would have an effect
on their position.

S. A small number of examples occur in Luke with the verb eimi ‘to be’.

6. An extremely commonplace construction in Greek, especially in subject position, is for an
NP to contain a participial clause that agrees with it in case, as in (i).

() [pempsas Kambusés es Aigupton  kéruka ) aitee Amasin thugatra
sending-NOM Cambyses-NOM to Egypt-ACC herald-ACC asked Amasin-ACC daughter-ACC
‘Cambyses sending a herald to Egypt asked Amasin for his daughter’ (Hdt.3.1.1)

I have included these in the sample, both when the noun is expressed, as in (i), and also when
it is empty, as in (ii).

(ii) [ proidon ] elalesen peri tés  anastaseds tou  Christou
foreseeing-NOM talked about the-G resurrection-G the-G Christ-G
‘he foreseeing talked about the resurrection of Christ’ (Acts.2.31)

7. Pintzuk (1991) used the same tests in Old English with good results.

8. Although not all full pronouns are emphatic, the danger of relying on their position in the
clause to help distinguish the emphatic from nonemphatic, and thereby arguing in circles, makes
their use as a diagnostic too risky.

9. In Homer, autos generally means ‘self’.

10.  The status of clitics as phrasal affixes goes back at least to Zwicky (1977) and is explored
in great detail in Klavans (1982, 1985).

11.  The details of prosodic inversion are too complicated to go into here. For further infor-
mation, see Halpern (1992) and Taylor (1990, 1992, 1994, forthcoming). The term prosodic inver-
sion is from Halpern.

12. Particles like de are also clitic and in general behave the same as other clitics (for excep-
tions, see Taylor, forthcoming).

13.  There is one example that runs counter to this hypothesis in that one clitic appears in the
VP and one in IP.

(i) epei =me Zeus edéke =toi
since me-ACC Zeus-NOM gave you-D
‘since Zeus gave me to you’ (Hdt.1.207.1)

It is unclear, however, whether to take this one clause as a serious impediment to the analysis.
Clauses with two pronominal clitics are extremely rare in the Classical period and beyond, and

+ it is therefore difficult if not impossible to get a feeling for the “normal” syntax of these cases.

The only other clause with two object clitics that I have been able to find is ambiguous: the verb
is initial in the clause, and thus the clause-initial clitic is also VP-initial.

(ii) haitines =sphi proaideato =kou=ti
whoever-NOM them-D owes anything-ACC
‘whoever owes them anything’ (Hdt.1.61.3)

As all the other available evidence supports the analysis given here, and there seems to be no
way to resolve this problem from the available data, I have decided to ignore this case.

14.  This table only includes unambiguous cases: that is, those with an overt preverbal subject.
When the subject is missing or is postverbal, the IP and NP boundaries fall together, and thus
it is impossible to tell the attachment site of the clitic.

15.  Although the word orders in question might in principle be derived by processes such as
verb-fronting to C, [ have kept the model of usage developed in this study as simple as possible
by abstracting away from this possibility. I take the extent to which the model fits the data to
indicate in part the correctness of this strategy. '

16. The probabilities are estimated using an iterative maximum likelihood method.

17.  The expected distribution has been rounded to the nearest integer. The x2, however, is
based on the difference between the actual estimates and the observed data. This is true of all
the tables, except Table 14.



18. 1 have added to the sample all examples of clauses with the verbs didomi ‘to give’ and
tithémi ‘to put’ with three full NP arguments from The lliad.

19. The proper distinction here may be “formulaic” versus “nonformulaic” subjects. However,
beyond discussions of formulas involving proper names, there is a great deal of disagreement
about what constitutes a formula, and thus I have not made the attempt to distinguish subjects
according to this criterion.

20. Another possible data set —the 2NP/1PP type, as in English the girl put the book on the
table —is 100 rare to be used. The verb tithémi ‘to put’ in Greek can take either two object NPs
(one accusative, one dative, like the verb didomi ‘to give’) or an NP and a PP, so many of these
cases are included in the 3NP set.

21. Note that I am also assuming that all verb-final clauses have subjects. Although this is
undoubtedly not the case, in both Homer and Herodotus the number of two-argument clauses
with subjects far outweighs those with two complements, and so the effect of this assumption,
if any, will be very small.

22. The values for s and p for the verb-final grammar are those obtained when all three sets
of data with NP arguments are considered together. The values of s and g for the verb-medial
grammar are taken from Table 16.

23. The chi-square in Table 18 is distorted because of the estimate of zero in the X Y v type.
If the cells without subjects are removed, however, the resulting chi-square of 112.89 remains
significant (p < .001).
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