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Introduction 

Having by now established that parameter change can describe many 

instances and types of syntactic change, here we look at the deeper 
questions this conclusion raises. The purpose of this chapter is to explore 

the idea, introduced in §2.1, that parameter change is driven by the first­
language acquisition process (this idea is pursued in Lightfoot (1979; 

1991; 1998); see Croft (2000: 47-9, 119) for critical discussion), and 

thereby to illustrate how the study of syntactic change may be relevant 

for our understanding of the processes involved in first-language acqui­

sition. One way of construing the idea that parameter change is driven 
by the first-language acquisition process is to think that a parameter 
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value changes because an innovative alternative is more 'accessible' to 

acquirers, thereby rendering the conservative value in effect 'inaccessible', 

or unlearnable. This view has two important consequences. First, to the 

extent that abductive reanalysis of the sort discussed in §2.1 is a symptom 

of an underlying parameter change, it can explain the pervasiveness of 

this kind of reanalysis in syntactic change. Second, it entails that lan­

guage learnability is intimately connected to change - in fact learnability 

becomes the key to understanding syntactic change. This further tightens 

the connection between Ll acquisition of syntax and syntactic change. In 

fact, Niyogi (2004: 462) points out that 'every theory of language acqui­

sition also makes predictions about the nature of language change.' 

We begin by looking in §3.1 at the current state of knowledge regarding 

first-language acquisition of syntax, basing our presentation fairly closely 

on the discussion in Guasti (2002). In §3.2 we consider what we call, 

following Clark and Roberts (1993), 'the logical probJem of language 

change'; we will see that this is closely related to, and maybe subsumes, 

the Regress Problem discussed in §2.1. In this context, we introduce a 

central idea for much of the later discussion: the idea that the language 

learner (or, in more technical terms, the parameter-setting device) is com­

putationally conservative, obeying a kind of 'least-effort' constraint, i.e. a 

general preference for simplicity of representations, which we formulate 

along the lines of Roberts and Roussou (2003: 20l). In §3.3 we try to get a 

picture of what kinds of external circumstances could cause a parameter 

change; this rdates closely to the discussion of the logical problem of 

language change. Under this heading, we discuss in a preliminary way 

the possible role of language contact (although this will be the focus of 

Chapter 5), as well as the notion of cue introduced by Dresher (1999) and 

discussed at length in relation to syntactic change in Lightfoot (1999). We 

also discuss the role of morphological change in triggering syntactic 

change. §3.4 introduces the notion of markedness and relates it to the 

characterization of complexity/simplicity given in §3.2. Finally, in §3.5, 
we try to bring the strands of the discussion together in a general proposal 

for the form of parameters, how they are set and how they may change. 

This concludes the general discussion of parametric change as the mech­
anism of syntactic change, the remaining chapters being concerned with the 

wider implications of this view. But let us now begin at the beginning, i.e. 

with first-language acquisition. 
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3.1. First.language acquisition from a principles. 
and-parameters perspective 

In this section I will try to rather sketchily summarize some aspects of the 

burgeoning recent literature on first-language (Ll) acquisition of syntax. 

My focus will be on the major empirical observations and their implications 

for the thesis that parametric change is driven by the acquisition process. 

These are, first, that many important parameters appear to be set rather 

early in the acquisition process (see (2) below), and, second, that there are 

two phenomena of interest in children's early production: the so·called root 
or optional infinitives (see Radford (1990; 1996); Piatzack (1992); Pierce 

(1992); Wexler (1992; 1994; 1999); Poeppel and Wexler (1993); Rizzi 

(1994); Haegeman (l995b); Hoekstra and Hyams (1998); Hyams (1996); 

Schutze (1997); Hamann and Plunkett (1998); see also Guasti (2002: 128ff.) 

and the references given there) and 'early null subjects' (see inter alia Hyams 

(1986; 1992); Bloom (1990); Valian (1990); Gerken (1991); Weissenborn 

(1992); Hyams and Wexler (1993); Rizzi (1994; 2000); Clahsen, Kursawe, 

and Penke (1995); Haegeman (1995a); Guasti (1996; 2000); and the papers 

in Friedemann and Rizzi (2000), as well as the references given in Guasti 

(2002, Chapter 5». The purpose of our discussion is to indicate to what 

extent our understanding of the parameter-setting proces>; has been furth­

ered by this work, and to see tfin principle any connection with a parameter­

changing approach to syntactic change can be discerned. 

Before looking at the phenomena which have been observed, however, 

we need to be clear about our general conception of first-language acqui­

sition. In the introduction to Chapter 1, I presented and tried to justify 

Chomsky'S claim that the human language faculty is a facet of human 

cognition, physically instantiated in the brain and, most importantly, 

genetically inherited as an aspect of the human genome. Under this con­

ception of the language faculty, first-language acquisition can be charac­

terized in the following terms: 1 

1 As we mentioned in note I of Chapter 1, modularity - the idea that the 
language faL-ulty is a distinct system of the mindibrain - may not playa role in 

But the crucial point for the 
here is that even if the 

language faculty (in either the broad or the narrow sense as defined by Hauser, 
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Th~ language faculty is a distinct system of the mindlbrain, with an initial state So 

common to the species and apparently unique to it in certain respects [footnote 
omitted]. Given appropriate experience, this faculty pa.<iSe.5 from the state So to some 
relatively stable state 5s, which then undergoes only peripheral modification. 

(Chomsky 1986: 25) 

The initial state of language acquisition is nothing other than Universal 
Grammar, while the stable state is adult competence in a given language, 

which remains unaltered in essential respects from childhood on. The 
process of first-language acquisition is the process by which the language 
faculty 'passes from the state So to some relatively stable state Ss' in 

Chomsky's formulation. We thus have the following schematic notions: 

(1) a. UG = So (initial state): 

b. Adult competence = S5 (stable state); 

c. Stages of acquisition = < So, .. , SbO, "', Sn>" Sn+1<S,' ,5s > 

Here, (1 c) indicates the stages of first-language acquisition. These can be 

thought of as an ordered n-tuple of states of indeterminate, but certainly 
finite, number, occurring later than So and earlier than Ss. They correspond 
neither to UG nor to the adult competence, but rather to what we can think 
of as an immature competence. (I will say more about this notion of 

immaturity below.) 
How are the various states defined in relation to one another? To put it 

crudely, what does Sn+l have that Sn lacks in (lc)? As we have seen, the 
'innateness hypothesis' claims that So is determined wholly by the genome, 

independently of any experience. On the other hand, Ss differs from So in 
that it is at least partly determined by experience of the linguistic environ­
ment (the primary linguistic data, or PLD): the PLD, among other things 
such as providing the vocabulary of the first language, in some way causes 

parameters to be set to determinate values. We can therefore assume that 
the various intermediate states are distinguished by having differing values 

of various parameters. Each Sn differs from SD~l in one of two ways: either 
insufficient experience has been accumulated at 8n for setting certain 

Chomsky, and Fitch (2002)) is in some sense 'emergent' and may certainly lack a 
single neurophysiological locus in brain architecture and a single phylogenetic 
source, we can nevertheless meaningfully distinguish the initial state of the system 
(or of the relevant subparts) in the newbom child from the modified state whieh is 
the stable, adult state. This process appears to be subject to a ("TItical period; see §5A 

for some recent evidence for this. 
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parameters, or the overall system has not matured sufficiently at Sn to 

permit certain parameters or parameter values to be attained. This in 

turn could be due to different parameters coming 'on line' for acquisition 

at different times, to the system gradually maturing with respect to the 

kinds of PLD it is able to accommodate, or to interactions among already­

set parameters, perhaps in accordance with a general notion of markedness 

(see §3,4 and §3.5). In any case, we can consider that the various intermedi_ 

ate states differ from one another in representing successively doser 

approximations to the adult system (S5) in terms of the values of the 

parameters. To put it another way: if m parameters are set to the adult 

value at stage Sn then at least m + 1 parameters are set to the adult value at 

stage Sn+1. 

The nature of the intermediate grammars has been studied fairly inten­

sively in the past twenty years or so, beginning with the pioneering study in 

Hyams (1986). Guasti (2002) points out that between the ages of two and 

three years old, i.e. some time before linguistic maturity if this is charac­

terized as the stable state, children know at least the following about 

the parameter values of the language they are in the process of acquiring 

(the references are given in Guasti (2002: 148, 185, 242)): 

(2) a. the value of the head direction parameter in their native language; 
b. the value of the V-tooT parameter in their native language; 
c. the value of the topic-drop and null-subject parameters; 
d. 	 the value of the parameters governing question formation, the one 

governing overt movement or in-situ placement of the wh-element and 
the one regulating T-to-C movement (inversion). 

To this we can add that Hamann, Rizzi, and Frauenfelder (1996) show that 

as soon as a French-acquiring child produces ciitics, they are placed in the 

correct ditic position for French, even though there is much parametric 

variation in ditlc-placement across languages, and, following Wexler 

(1998), verb second. Wexler (25) describes this general phenomenon as 
follows: '[b]asic parameters are set correctly at the earliest observable states, 

that is, from the time that the child enters the two-word stage around 18 

months of age.' He continues: ,[qJuite possibly ... children have set basic 

parameters. before the entry into the two-word stage'. This observation 

has become known as Very Early Parameter Setting, or VEPS. 
Guasti also provides evidence that, also between the ages of two and 

three, children know the properties of unaccusative verbs (see §2.3.l). 



212 3, ACQUlSmO:-l, LEARNABlLITY, AND SYNTACTIC CHANGE 

Furthermore, by the age of four, children comprehend and produce pas­

sives based on actional verbs, although they have difficulty with passives of 

non-actional verbs (2002: 269); they have acquired most, but not all, of the 

principles governing the distribution and interpretation of anaphoric and 

other pronouns (the binding theory: see the textbooks mentioned in the 

Introduction for discussion of this aspect of syntactic theory) (2002: 310): 

they have also acquired the principles concerning the distinction between 

referential and quantified expressions (for example, John. vs. every boy) and 

many aspects of the interpretation of quantified expressions (2002: 344); 

and, finally, that they have acquired many but not all aspects of the nature 

of the 'control' relation between a DP in a superordinate clause and the 

understood subject of a non-finite subordinate clause briefly alluded to in 

§2.4 (2002: 372). 

Most of the parameters listed in (2) are familiar from Chapter 1. (2a) 

refers to word-order parameters, of which we identified several subtypes in 

the discussion in §1.6.1 (parameters FI-F6). The Ll-aequisition literature 

has shown that children are sensitive to these parameters and that 'from the 

onset of multiword utterances (or even earlier)' (Guasti 2002: 103) they 

have correctly identified the relevant values for the ambient language. (2b) 

clearly refers to parameter B of §1.3.1. (2c) partly refers to parameter A of 

§1.2.1, although the notion of 'topic-drop' was not discussed there; I will 

return to this in the discussion of 'early null subjects' in L1 acquisition 

below. The second part of (2d) concerns parameter C, T -to-C movement, 

while the first part refers to parameter E of §1.5. 

All of the parameters listed in (2) are important and salient for syn­

chronic description, and Guasti's summary of the Ll-acquisition evidence 

shows that they are salient for language acqnircrs; these parameters arc 

acquired early and correctly, or so it appears. As it stands this observation 

supports the poverty-of-the-stimulus argument, as Guasti implies (2002: 

147); children are able to glean the values of these parameters from the 

PLD almost hefore they are able to produce muitiword utterances. This 
strongly suggests a predisposition to the task, given the very young age of 

the children (multiword utterances normally begin between twenty and 

twenty-four months old; see Guasti (2002: 98», the complexity of PLD, 

and the rather abstract nature of these parameters. However, we saw in 

Chapter I, several of these parameters can be shown to have changed their 
values in the recorded history ofvarious languages. This brings us face to face 

w:ith what Clark and Roberts (1993: 299-300) termed the logical problem of 
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language change, which I will discuss in more detail in the next section. For 

the moment, it suffices to note both the tension between Guasti's conclu­

sions and what we saw in Chapter 1, and that the obvious resolution of this 

tension must involve some intergenerational change in the nature of the 

PLD; some of the issues surrounding this conclusion were discussed in §2.1, 
and will be discussed further later in this chapter. 

Returning to the discussion of the intermediate stages of acquisition as 

defined in (tc), it may seem that we have little evidence regarding the setting 

of the parameters in (2) beyond the fact that they are typically set early and 

accurately. Far from shedding light on a parameter-resetting approach to 

syntactic change, this appears to pose a problem, asjust noted. Of course, it 

is entirely possible that parameter-resetting can take place between twelve 

and twenty-four months, but this will be very difficult to document on the 

basis of children's utterances prior to the two-word stage (which normally 

starts at around eighteen months); it is possible that some experimental 

methodology could be developed in order to ascertain this, but I am aware 

of none that has been developed at present. (Wexler (1998: 25, note I) 

makes the same point.) But the grammar of the earliest stages of multi word 

production is still an immature one in the sense that it is subject to 

modification through further stages of acquisition. Guasti's conclusions 

as listed in and immediately below (2) appear to show that there is an 

intermediate, fairly early, state of the language faculty Si>O at which a 
nwnber of important parameters have been set, but that there are never­

theless further stages of acquisition, and presumably therefore ofparameter­

setting, Sn>i, Sn+l<S, etc., remaining. (See note 5 below for a conjecture as to 

the difference between the two sets of parameters.) Since these are stages 

during which children produce multiword utterances, we have in principle 

better access to the parameter-setting process here than in the case of the 

parameters whose values are set earlier. Can anything relevant for our 

conception of syntactic change as parameter-resetting be gleaned from 

these later stages? 
'What would be the 'ideal scenario' for relating parameter setting in fint­

language acquisition to parameter change? The kind of case which could 
link the evidence of production based on immature grammars of the type 

discussed in the Ll-acquisition literature to the questions relevant for 

syntactic change would have to have four properties. First, we would 

want to compare the acquisition of two closely related languages L and 

L' where it is known that L' is syntactically innovative in relation to L 
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(in that it is known that the common parent language of L and L' set some 
parameter P to value Vi, and that L has value Vi for P while L' has value VI/-i 

for P). Second, we would observe that early production in L showed a 
tendency for strings which appear to express value Vj for P, in the sense of 
parameter expression introduced in §2.1, (8). Third, we would observe that 

this apparently aberrant production in L ceases when some further feature 
F of L is acquired, i.e. manifested in production, and, fourth, we would 

observe that F was lost from L' when P changed value. So we link the 
change in P, both in acquisition and in diachrony, to the presence/absence 
ofF. 

The two main phenomena in early production which have been 

looked at, root/optional infinitives and early null subjects, come close 
to instantiating the 'ideal scenario' as just described in relation to some 
of the parameters listed in (2). It is probable, however, that neither of 
them truly instantiates this scenario. Nevertheless. it is worth looking 
at them, 

The essence of the root (or optional) infinitive phenomenon is that it 
'consists of producing main clauses containing an infinitive verb, rather 

than a finite one' (Guasti 2002: 128).lt is 'peculiar to the earliest multiword 
productions and lasts until about 3 years' (ibid). Some examples from 
various languages are given in (3) (taken from Guasti (2002: 128-9); 

sources for the examples are given there): 

(3) 	 a. hun sove (Swedish) 
shesleep-infin 

b. 	 earst kleine boekje leze. (Dutch) 

first little book read-mfin 


c. 	 pas manger la poupee (French) 

not eat-inEn the doll 


d. 	 s[ch]okolade holen (German) 


chocolate fetch-infin 

e. Papa have it. (English) 

In each example, the verb has the form of an infinitive, despite the fact that 
these are all main clauses, For English, this implies that the verb has the 
bare-stem fonn: cf. have rather than has in (3e). In the other languages, the 
ending is recognizably that of the infinitive (for example, -en in Dutch and 
Gennan, -er in French). Moreover, in some of the examples, the verb has 
the syntax of an infinitive: it follows the negative element pas in French 
in (3c), while finite verbs must precede pas (see §L3.1), and it follows the 
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direct object in Dutch - (3b) - and Gennan, (3d). Here the Dutch example 

is more telling, since this could not be a verb-second clause, given 

the presence of the adverb ears! (erst?) 'first' in addition to the direct 

object. 

The following constraints on foot infinitives have been observed in the 
Ll-acquisition literature: 

(4) a. Root infinitives do not occur in null-subject languages. 
b. Root infinitives are not introduced by nonsubject XPs in V21anguages. 
c. Root infinitives are incompatible with c1itic and weak-pronoun subjects. 
d. Root infinitives occur in declaratives, but not in wh-questions. 
e. Root infinitives are incompatible with auxiliaries. 

In connection with (4a), note that all the languages exemplified in (3) are 

standardly analysed as non-null-subject languages (see §1.2.1). (4b) strongly 

suggests that clauses containing root infinitives are not verb-second clauses, 

even in verb-second languages, despite being main clauses - see below. (4c) 

is fairly self-explanatory (recall the notions of clitic and weak pronoun 

from the discussion of the history of French in §1.2.2), and (4d, e) are 

straightforward. 
Two principal types of analysis have been proposed for this phenom­

enon: the Tense-omission approach of Wexler (1994; 1999), and the clausal­

truncation approach of Rizzi (1994). (Avrutin (1998) pursues a third 

option, observing that root infinitives occur in adult Russian under certain 

discourse conditions; it is therefore possible that the cases illustrated in (3) 

are straightforward instances ofinitial parameter-missetting; it is not clear, 

however, to what extent Russian and some related language might instan­

tiate the 'ideal scenario' as described above). Both approaches rely, in 

different ways, on the idea that the T -position in main clauses optionally 

lacks some crucial property in the child grammars which produce root 

infinitives: for Wexler, the tense feature is not specified, while for Rizzi, all 

projections above VP may be 'truncated', i.e. simply not present, at this 

stage of grammar development; Rini (2005: 94--5) extends this possibility 
to the categories making up the 'split CP' he assumes. Both analyses can 

account for the absence of root infinitives in null-subject languages: 

for Wexler, this depends on specific assumptions about the relationship 

between the T -position and the agreement features characteristic of null­
subject languages (see Guasti (2002: 137-9) for a summary); for Rizzi, this 

is because in null-subject languages infinitives must raise out of VP (see 
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Kayne (1991) and note 10 of Chapter 1 on movement of non-finite verbs), 

and this is of course impossible if the structure above VP is not there. 

Similarly, both analyses can account for the fact that clauses containing 

root infinitives cannot be V2 clauses (see (4b) above): in both cases this is 

because the C-position is not available as a target for movement; for 

Wexler, because non-finite verbs cannot raise there, and root infinitives 

are not specified as finite; for Rizzi, because CP is simply absent. The 

incompatibility of root infinitives \\-ith clitic and weak-pronoun subjects is 

again straightforward for Rizzi: it is well-known that these elements are 
attracted to the position bearing agreement features (which we take to be T), 

and so if this position is simply absent, such elements cannot be licensed. 

This restriction is problematic for Wexler's analysis, however. Property 

(4d), that root infinitives are not found in wh-questions. is once more 

straightforward for Rizzi: such questions clearly depend on the nature of 

the C-position, a position which is absent in a truncated clause. Wexler 

cannot handle this fact straightforwardly, since wh-questions may be either 

infinitival or finite, although of course infinitival wh-questions must be 

indirect questions in adult language: cf. I don 'f know what to r:U;/what I 

should do, and in fact Wexler takes issue with this generalization about 

root infinitives, citing examples like Where train go? from child English. 

Intriguingly, though, such examples seem to be restricted to English.2 

Finally, both analyses can account for (4e) as long as it is assumed that 

auxiliaries require a fully-specified T-position, something lacking in the 

immature grammar on both analyses. 

Root infinitives are typically no longer found after age three (Guasti 

2002: 146). Both Wexler and Rizzi propose that this is due to the matur­

ation of the grammatical system. They thus take the intermediate stages of 

language acquisition, or at least some of them, to represent literally imma­

ture grammars: grammars of a type that do not underlie any form of 

(non-pathological) adult linguistic behaviour. The idea that linguistic 

competence matures during the intermediate stages of language acquisition 
is, in the context of the asswnption of a genetically-determined language 

faculty, quite reasonable. As Guasti says (2002: 146): 

2 There has been a debate about the analysis of such productions in child 
English. Roeper and Rohrbacher (2000) give numerous examples of the type 
Mere _go' Guasti (2002: 139,202· 8) provides a summary and referencC5. 
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Maturation is likely to control some aspects of language development - for ex­
ample, the fact that infants start to babble orally or manually around 6-8 months 
According to the maturational view, a genetic program also controls the develop­
ment of syntax. . and detennines the timing by which components ofUG become 
available to thl: child. Under this view, R[oot] I[nfinitivl:]s occnr because principles 
of UG have not matured 

The principles ofUG in question clearly C(lncern the fact that a main-clause 

Tense has to be fully specified for finiteness and other features, something 

both Rizzi and Wexler articulate in differing ways.) So the account of root 

infinitives relies in one way or another on the idea that the requirement for 

specification of these features matures, typically, at around three years old. 

In terms of these analyses, then, the root~infinitive phenomenon does not 

come close to our 'ideal scenario' for relating syntactic change and the 

acquisition of syntax. It simply involves the transition from one stage of 

acquisition to the next owing to the genetically-determined maturation of 

UG principles determining the well-fonnedness of main-clause Tense. 

However, as mentioned above, another way of moving from one stage of 

acquisition to the next must be the incorporation of further data: the 

accumulation of experience through greater exposure to the PLD. This 

idea and the maturation approach are not incompatible: in fact, it is natural 

to think that there is positive feedback between continued exposure to PLD 

and maturation of aspects of DG, in that greater exposure to data may in 

fact cause the system to mature as long as a certain age threshold has been 

passed. This view is supported by the fact that it is known that there is a 

critical period for language acquisition in general (see §5.4 for discussion of 

recent evidence for this), and that environmental stimulus is required in 

order for the system to come into operation at all. 

In these tenns, we might conceivably relate the root-infinitive phenom­

enon to our ideal scenario by adopting a two-stage approach to the acqui­

sition of verbal agreement. Suppose that the 'first pass' acquirers make to 

the acquisition of agreement, at a rather early stage of acquisition, involves 
setting the null-subject parameter. Thus, if the relevant kind of agreement 

1 If the minimalist conception ofUG is taken on board, there may be rather few 
components of UG which are in principle available to come 'on line' at different 
stages of language acquisition, something which would impose inherent restrictions 
on how far maturation could be invoked to explain properties of child production. 
It is not clear how far this affects the analyses of root infinitives WIder consideration 
here, though. 
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and other properties (see §L2.l) are expressed in the PLD, the positive 
value of the null-subject parameter is expressed and thus set by the 
acquirer. At this point, let us suppose that the immature system treats all 
non-null-subject systems alike: as having no agreement. Now, in §2J, (16), 

I suggested, following Vikner (1997), that a certain pattern of verbal 
agreement, less robust than that required for a positive value of the null­
subject parameter and yet greater than zero, expresses a positive value for 
the V-to-T parameter. At this intermediate stage, where all non-nulJ­
subject languages are treated as entirely lacking in agreement, there can 

therefore be no verb-movement. This can provide an account of the root· 
infinitive stage. Recall the basic properties of root infinitives, given in (4) 
above, repeated here: 

(4) a. Root infinitives do not occur in null-subject languages. 
b. Root infinitives are not introduced by nonsubject XPs in V2 languages. 
c Root infinitives are incompatible with clitic and weak·pronoun subjects. 
d. Root infinitives occur in dec1aratives, but not in wh.questions. 
e. Root infinitives are incompatible with auxiliaries. 

Clearly, on this view (4a) is accounted for, as a central assumption is that 
root infinitives result from an immature negative setting of the null-subject 
parameter. To the extent that clitics and weak pronouns depend on the 

presence of strong agreement, then (4c) is accounted for. Properties (4b) 
and (4d) depend on verb-movement to C (recall that root wh-questions 
involve verb- or auxiliary-movement to C in all the languages in question), 

and this will not be available if V-to-T movement is not available (and if 
auxiliarie~ are not merged directly in T, see below). Finally, we can account 
for (4e) if we assume that auxiliaries are elements which must always either 
move to T or be merged there (see §2.1), independently of the parameter 
determining V-movement to T. So the root-infinitive phenomenon could 
conceivably arise if, in acquiring systems with little verbal inflection, chil­

dren assume there is none at all at first. This idea is similar in some respects 
to Phillips' (1995) idea that root infinitives arise from the failure of 
the features of V and T to combine either through Move or Agree. The 
phenomenon disappears when children make a later, 'second pass' at the 
acquisition of agreement, and at this stage they are sensitive to the expres­
sion of the agreement present in some non-null-subject languages. (This 
second pass may arise either through exposure or maturation, or, most 
likely, a combination of the two as described above.) This second pass is 
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reLlled to the acquisiri<.lT: uf Ih<:" parameters imul\ing \"-mo\-ement, 

particularly V-to-T movl:menL Thl: idea that \l:'rba1 agreement i~ acquired 

in two ~lages is supported by the fact that theTI: is good evidence thaLchildren 

acquire the agreement marking in null-subjoct languages early (Guasti 

(2002: 120-2) and the rcfl:rences given there), while it is well known 

that the much-impoverished agreement marking in English is acquired 

!llilch later (Cazden l%S, Brown 1970); indeed, th,'rc i" 'Olne Tc~ason to 

think that English agreem,'!lt IllOfl,hology is acquircd like in~gubr tense 

m<Jrking (M"aria-Tere~,1 (m:lsti (P_c.)). The situation i" (";'1111;111. on the 

other hand, appears <Xl11i\(1(.:<il, \\i:h Wexler and Pocppd (1993) arguing 

for earl) acquisition ofagreemenlmarking and Cbhsen and Smolka (19~5) 

and Clahsen and Pcnte (1992) arguing that thue are many errors in the earl) 

me of Gennan agreement marking (Guaqti lin cil.). 

The interest of lhe account of root infinitive~ just sketched is that it can 

get liS close to our ideal scenario for linking acquisition and change_ Tn 

terms oftbe scenariG. He call tale L to be German and L In he English. 

tnglish is syntactic:\ll:. Jill1\'\ a,iw in relation to lJeI'm~lIL in tlut it is 
prohable that the conm:,'11 p~,rel1[ language, Proto-West Geml<lnic, set 

Ihe V-to-1 paramekl' to the mOh'ment value, as \h~ h:!\'l' :l,>,umed for 

German (see §1.3.1, lhlk; lS and 30). The reason Cor this IS th,1t Proto­

West Gennanic i~ llsually reconstructed as having a velY ricb verbal agree­

ment sy~lem, and hence enough agreement present to express a 

positive value for the V-to-T parameter. Hogg (1992: 147ff.) presents a 

reconstnlcleJ ~tagc of pre-OE; and the paradigms of the Gothic verb given 

in Jasanoff (2004: 901)\ n~arly all haye forms of both :,trong and \\eak verbs 

which distinguish all peI>l\l1-m:mba combinations_ \1odern Fnylish, of 

CULlrse, sets this par~1JllC'ter to the negative value. Sec\lnd, we obscne that 

production in (fcrm:itl slio\\ -; a tendency for strillp:~ which appear to 

c.\press value Vj for l', !h~,~ .Ir~ the root infinitives. 

So far. we are close to making a conn':Clion between the two arc:as of 

acquisition and change. However, the third ~tep of our scenario involves 
the observation (hat the 'apparently aberrant production in L', i_e. the rant 

infinitiYCs. ceases when some further feature F of L is acquired. Ifwe could 

establish. that German agreement marking i~ acquired relatively late, and 
coincides with the lo~~ of root intluilives, this would be jl.lst wl1<1I we need. 

However, as mentioned :ibo\'~'. lhae is a debate regarding, the timlJlg of the 

ac,!uisition of German dgreelllt'llt (possibly becau,1: r~,eal'ehers in 

qll,'stion made use ot JilT~ri:lg <;,\paimental methodok'gics: t\Iaria-Teresa 

http:acquisiri<.lT
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Guasti (p.c.}). And so here we cannot be sure of attaining the ideal 

scenario. 

The fourth part of the scenario is straightforward, on the other hand. We 

have already observed the correlation between the loss of agreement mark­

ing (F) from English (L') when the V -to-T parameter cbanged value. 

We see that it may be possible to link root infinitives to some aspects of 

the loss of V-to-T movement in English, although making the connection is 

not without problems.4 Let us now turn to the other Ll-acquisition phe­

nomenon of interest: early null subjects. 

Early null subjects are illustrated in (5) (examples from Guasti (2002: 

151); sources are given there): 

(5) 	 a. Se, blomster har. (Swedish) 
see, flowers have/has 
'Look, (Uyou/she/we) havelhas flowers.' 

b. Tickles me. 
c. 	 Mange du pain. (French) 


eat-3sg some bread 


Willie similar to rQot infinitives, early null subjects differ from them in that 

the verb is clearly finite, as can be seen from the forms in (5), and the fact that 

they are compatible with the presence of auxiliaries (compare (4e) above). 

At first sight, it might seem that early null subjects provide evidence that 

the null-subject parameter is not set as early as we have been supposing up 

to now, essentially following Guasti. In fact, in her pioneering work on this 

4 Arguably the biggest problem is that Guasti (2002: 166) shows that there is an 
implicational relation between root infinitives and early null subjects: if a child's 
grammar allows root infinitives, it allows early null suhjects. But if root infinitives 
result from an early, correct, negative setting of the null-subject parameter, then 
this seems paradoxlcal. One way to handle this would be to claim that the correct 
acquisition of the strong agreement morphology associated with a positive value of 
the null-subject parameter implies that the null subject can be syntactically repre­
sented in such systems (either as pro or in the verbal inflection itself - see §1.1.1), 
while the immature negative setting associated with complete lack of agreement 
implies that overt subjects are simply not subject to a licensing condition, while 
coven subjects must be inferred from argument structure of the verb (i.e. as a kind 
of 'implicit argwnent'). It seems that any analysis ofroot infinitives has to allow for 
the fact that subjects, when structurally manifested, cannot be licensed in the way 
they are in the adult system (for example, by Agree with T's 9'-features as discussed 
in §2.3). In different ways, this is true for Wexler's and Rizzi's analysis of root 
infinitives, as well as the one sketched above. 
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phenomenon, Hyams (1986) proposed that early null subjects were an 
indication of 'parameter-missetting' in relation to the null-subject param­
eter, in that children acquiring non-null-subject languages initially set the 
parameter to the positive value. This led to the suggestion that the null­
subject parameter may have a default positive value, a matter we return to 
briefly in §3.4 below. 

Hyams' account of early null subjects comes close to fulfilling our ideal 

scenario for the connection between language acquisition and language 
change. In terms of that scenario, we could suppose that L is Italian and L' 
is English: P is the null-subject parameter; Vi is the positive value of that 

parameter; and Vj is the negative value. Since it is likely that Proto-Indo­
European, the common parent of English and Italian, was a null-subject 
language (see §4.4.4), then English is syntactically innovative with respect 
to Italian as far as this parameter is concerned. The crucial factor F, 
causing children to fix the parameter correctly after a period of 'aberrant' 
production, could be either the presence of modal auxiliaries (originally 

identified by Hyams as inherently incompatible with null subjects) or overt 
expletive pronouns (often thought to be incompatible with a positive value 
for the nun-subject parameter - see Rizzi (1986a), and, for a different view, 
Holmberg (2005)). The difficulty with this is that feature F, which, fonow­
ing Hyams, we take to be expletive pronouns or modal auxiliaries, is 

predicted to have arisen when English, or the relevant ancestor of English, 
ceased to be a null-subject language. But, first, we have little clear idea as to 
when that was; as just mentioned, it is likely that Proto-lndo-European was 
a null-subject language, and it is possible that Proto-Germanic was (see the 

above comment on archaic Germanic verbal agreement). As for the likely 
status of the null-subject parameter in the runic inscriptions (which may 
represent an early form of either North or Northwest Germanic, see 
Faarlund (2004a: 908)), Faarlund (2004a: 920) argues that the data from 

the survhing runic inscriptions is too sparse for any conclusions to be 
drawn. Second, both modal auxiliaries and overt expletive pronouns are 
innovations in the recorded history of English. It is usually thought that 
modal auxiliaries of the Modern English type arose in the sixteenth century 
(as was briefly discussed in§2.1; see note 4 of that section on the chronology 
of this change), while overt expletives appear during ME (A. Williams 
2000; Biberauer 2003; Biberauer and Roberts 2005a). Thus there is a 
clear chronological mismatch regarding this feature, and so this vitiates 
this particular application of the scenario. 
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An alternative might be to take L' to be French. Here we are on much 

finner ground regarding the parent language: it is clear that Latin was 

a null-subject language, and so French can be defined as syntactically 

innovative in relation to Italian in this respect. It is also clear that French 

shows early null subjects (see (5e)), and so we see the relevant kind of 

'aberrant' production in child language. However, we run into difficulty 

with the third part of the scenario: neither French nor Italian has modal 

auxiliaries, and so the relevant factor must be overt expletive pronouns, 

which of course Modern French has but Italian lru::ks. But the problem is 
that OF, which, as we saw in §1.2.2, was a null-subject language, had overt 

expletives, as the following examples show: 

(6) 	 a. 11 estjuget que nus les ocirum. 

it is judged that we them will-kill 
(Roland, 884; Roberts 1993a: 150) 

b. 	nne me chaut. 


it not to-me matters 


(Einhorn 1974: 123) 


One possibility for saving this approach might be to claim that the exple­
tives illustrated in (6) are in SpecCP (which they almost certainly are, given 

the V2 nature of OF; see §1.3.2), and that the relevant property for chan­

ging the null-subject parameter, in both acquisition and change, involves 

expletives in SpecTP. 

However, there are examples of expletives in SpecTP in OF, such as the 

following: 

(7) 	 car ainsin estoit i1 ordonne 
for thus was it ordained 
'for thus it was ordained' 
(Vance 1988 (26b), 159; Roberts 1993a (102b); 147) 

We must therefore conclude that OFhad expletive pronouns. We therefore 

do not know what caused the null-subject parameter to change its value in 
the history of French, and so we are unable to relate this change to the 

acquisition of a given value of the null-subject parameter 
The fundamental problem with the Italian-French comparison is that, 

since Hyams' early work, evidence has emerged that early null subjects are 

not the result of a 'missetting' of the null-subject parameter to the Italian 

value. The main reason for this is that early null subjects do not occur in the 
following environments: 
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(8) a. questions with a fronted wh-elemenl; 
b. subordinate clauses; 
c. matrix clauses with a fronted non-subject. 

On the other hand, null subjects readily occur in these environments in 

adult null-subject languages, as the following Italian examples (from 

Guasti (2002: 159» show: 

(9) 	 a. Cosa hai detto? (wh-question) 

what have-2sg said 


'What did you say?' 

b. 	 Gianni ha detto che vern\. (subordinate clause) 

John has said thaI (he) wi!! come 
c. 	 leri ho parlato a Carlo. (root clause "vith fronted adverb) 

Yesterday (1) have spoken to Carlo. 

Because of data like this, it has been widely concluded that, despite initial 

appearances, early null subjects are not a case of missetting of the null­

subject parameter to the 'Italian' value. Hence our comparison of Italian 

and French above in relation to the 'ideal scenario' was to no avail. 

Another option, pursued by Hyams (1992), was to claim tbat early null 

subjects result not from a 'subject-drop' option of the familiar Italian kind, 

but from a 'topic-drop' option of the kind seen in languages such as 

Chinese and Japanese (see in particular Huang (1984; 1989) on this). The 

advantage of this idea is that it reconciles the occurrence of early null 

subjects in languages with impoverished agreement systems \V:ith the 
known facts of adult languages: while null-subject languages like Italian 

appear to require 'rich' verbal agreement for the recovery of the content of 

null subjects (see §1.1.1), topic-drop languages like Chinese and Japanese 

have no agreement at all and yet allow null arguments of various kinds, as 

the following Chinese examples illustrate: 

(10) 	 a. _ kanjian ta Ie. 
(he) see he Asp 

b. 	Ta kanjian _ Ie. 

he see (him) Asp 

'He saw him ' 


The disadvantage of this approach is also apparent from (lOb): topic-drop 

languages allow null objects fairly freely, in addition to null subjects. On 

the other hand, Hyams and Wexler (1993) show that early null objects are 
rather rare in child English, and Wang et af. (1992) show that child Chinese 
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allows null objects significantly more freely than child English. (For further 
discussion and statistical evidence, see Guasti (2002: 157-8).) So the idea 
that the putative parameter-missetting is in the 'Chinese' direction rather 
than in the 'Italian' one does not appear to hold up either. 

So it appears that there is no obvious 'parameter-missetting' going on 
>Vith early null subjects. Other possibilities which have been explored to 

account for this phenomenon include relating it to the diary drop we briefly 
saw in §l.l.l. The relevant examples are repeated here: 

(11) 	 a. . .. cried yesterday morning. 

(plath 1983: 288) 

b. 	 Elle est alsacienne. Parait intelligente. 


She is Alsatian. Seems intelligent. 


(Uautaud 1989: 48) 


These examples have been argued to involve clausal truncation (but at a 

higher level of clausal structure than that involved in root infinitives as 
described above) by Haegeman (2000) and Rizzi (2000). Indeed, a trunca­
tion analysis seems to account for this phenomenon quite well; see Guasti 

(2002: 1661f.) for summary and discussion. The other accounts which have 
been put forward involve extra-syntactic factors, such as processing diffi­
culties (Bloom 1990) and metrical difficulties (dropping of weakly stressed 
syllables) (Gerken 1991). As these do not involve factors which may be 
relatable in any direct way to parametric change, I will leave them aside 
here. (Once again, see Guasti (2002: 179-83) for discussion.) 

In conclusion, for all their intrinsic interest and the light they shed on Ll 
acquisition, it seems that neither root infinitives nor early null subjects can 
clearly be related to the kinds of phenomena knO\vn in parametric syntactic 
change. Hence no clear connection can be made between studies of imma­
ture competence and the acquisition-driven conception of parametric 

change. 5 Although perhaps disappointing, this is not surprising, and does 

5 Rizzi. (2005: 97-100) conjectures that root infinitives and early null subjects (as 
well as 'determiner drop' and 'copular drop', two other features of the production of 
two- and three-year-olds not discussed here) may arise from the fact that 'the child 
initially assumes all the parametric values which facilitate the task of the immature 
production by reducingcomputationa1load' (97). This general strategy is constrained 

by the values of the parameters which are fixed ea:rly, hence the observation that the 
null-subject pa:rameter is correctly fixed in thc acquisition of null-subject languages, 
but early null subjects and root infinitives may appear in the acquisition of non-null­
subject languageR owing to the Moption of the conjectured strategy. 
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not, at least in my view, prove the acquisition-driven conception of para­

metric change wrong (although very interesting potential evidence that it is 

right is thereby sadly lacking). 

There are various explanations for this state of affairs. First, no-one has 

really looked carefully for a connection between acquisition and change: 

there is something of a sociological divide between linguists working on Ll 

acquisition and those working on diachronic syntax. fi This is a regrettable, 

but entirely contingent state of affairs, and something which can in prin­

ciple easily be remedied. Second, good empirical coverage of early produc­

tion is limited to a few languages: English, French, Dutch, German, and 

Italian most prominent among them to judge by Guasti (2002); in dia­

chronic syntax, selected topics have been studied in the histories of a range 

of languages, but a good overall picture of the syntactic history of very few 

languages other than English and French is hardly available. Thus our 

database of languages is at present extremely small, and so our chances of 

finding the ideal case correspondingly restricted. Third, and most import­

antly, the nature of the data in both cases may make the ideal scenario 

described above hard to identify. The immature competence of small 

children goes hand in hand with a general cognitive immaturity, notably 

for example a smaller short-term memory capacity, which means that 

comparing children's grammars with adult grammars may really be like 

comparing chalk with cheese. The diachronic data we have is the output of 

adult competence, but of course the surviving texts have been subject to 

many vicissitudes of history; one of the principal goals of traditional 

philology is simply to unravel the sometimes tortuous histories of extant 

texts. And so in their different ways both the acquisition data and the 

diachronic data are corrupt, and this makes comparing data from the two 

sources in any reliable way all the more difficult. Of course, what we would 

ideally like is an acquisition study of an earlier stage of a language. Since 

6 As mentioned several times already, Lightfoot has consistently made the 
connection between syntactic change and the acquisition of syntax. In particular, 
Lightfoot (1991) develops the 'degree-O learoability' theory with a view to explain­
ing aspects of both. Lightfoot's application of degree-O 1earnability to word-order 
change in the history of English was briefly discussed in §2.5; he also applies the 
same notion to aspects of language acquisition. This, Clark and Roberts (1993), 
and Roberts (t999) are the only cases in the literature where an explicit connection 
is attempted between change and acquisition (although see also DeGraff (1999)), 
although the connection is mentioned in Hyams (1986: 23, n. 1). 
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acquisition studies only began in the mid-twentieth century (see Gregoire 

(1937-47); Jakobson (1941); Leopold (1939--49)), this is not possible.7 

Although the conclusion of this section may seem pessimistic, three 

points are worth bearing in mind. First, as stated above, what is lacking 

is empirical confirmation through acquisition studies that parameter 

change is driven by acquisition; the lack of evidence does not disconfirm 

this approach, especially since we can quite easily see why such evidence 

may be lacking, and the conceptual arguments (see §2.1) are unaffected. 

Second, the 'ideal scenario' may well be realized by some new data; in 

fact, the root-infinitive evidence comes close to this, as we saw above, 

and an enhanced understanding either of this data or of parameter changes 

involving agreement may yet yield that scenario. Third, as mentioned 

above, Guasti's conclusions regarding early and accurate setting of several 

important parameters, listed in (2), lead us to pose the intriguing logical 

problem oflanguage change. It is to this last issue that we now turn. 

3.2. The logical problem of language change 

In this section, we will look in more detail at the apparent tension we noted 

in the previous section between the evidence that many important param­

eters are set at an early stage of language acquisition and the idea that 

syntactic change is driven by abductive reanalysis, associated with para­

metric change, of parts of the PLD. This will lead us to formulate the 

logical problem of language change, as a kind of paradox for learnability 

theory. (At the same time, some basic concepts of learnability theory are 

introduced.) In considering a possible approach to solving this problem, we 

7 I am aware of one striking exception to this generalization: the journal kept by 
Jean Heroard in the period 1601-28 of the speech of the young dauphin Louis XIII 
(Ayres-Bennett 1996: 216ff.) Heroard, who was the dauphin's personal physician, 
transcribed samples of the dauphin's speech between the ages of 3;3 and 9;3 (i.e. in 
the )'ears 1605-10). This inunediately yields some interesting observations, notably 
that ne was already dropped, i.e. the dauphin's production represented a very early 
instance of Stage III of Jespersen's Cycle (Ayres-Bennett 1996: 221; see §2.2. note 8 
and §1.4.2). Ernst (1985) is an edition of Heroard·5joumal. Ayres-Bennett (2004: 
185ff.) provides further examples of the sporadic omission of ne in seventeenth­
century French. 
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introduce the Inertia Principle first put forward in early version of Keenan 

(2002), as developed in Longobardi (2001). This in turn leads to an explicit 

characterization of the conditions under which abductive change can take 

place, in tenns of ambiguity and complexity. The discussion will sharpen 

some of the notions connected to parameter-setting that we are concerned 

with, and so our overall account of syntactic change will be further eluci­

dated, and a number of questions raised for detailed consideration in later 

sections of this chapter. 

Let us begin by recapitulating some of the ideas we have put forward up 

to now: 

(12) 	 a. The central mechanism of syntactic change i8 parameter change 
b. Parameter change is manifested as (clusters of) reanalyses. 
c. Reanalysis is due to the abductive nature of acquisition 

Concept (12a) was argued for at length in Chapters I and 2, and we noted in 
§2.3 that parameter change may not be the only mechanism ofsyntactic change, 

although it does appear to be the principal one. Both (12b) and (l2e) were 

introduced in the discussion ofreanalysis in §2.1. There we also saw Andersen's 

(1973) familiar schematization of abductive change, which I repeat here: 

Owing to the abductive nature oflanguage acquisition, G2 may in principle 

not be identical to G,. If identity between grammars is defined in tenns of 

identity of parameter-settings, this implies that G2 may differ from G! in at 

least one parameter value, and, by (12b), this will give rise to a cluster of 

reanalyses. Following Roberts and Roussou (2003: 1 J), we can give the 

following characterization of abductive change (cf. also Lightfoot (1979; 

1991; 1999»: 

(14) 	 (A population of) language acquirers converge on a grammatical system which 
differsinat least one parameter value from the system internalized by the 
speakers whose linguistic behaviour provides the input to those acquirers. 

Ibis essentially states what the schema in (13) iUustrates. So where G2 may 

differ from G! in at least one parameter value in (13), an abductive change 

takes place. 
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Let us consider (13) and (14) in the light of the main concepts of 
learnability theory, the abstract, fonnal theory which deals 'with idealized 
"learning procedures" for acquiring grammars on the basis of exposure to 

evidence about languages' (pullum 2003: 434). In terms ofthis theory, any 
learning situation can be characterized in terms of the answers to the 
following questions (this presentation is from Bertolo (2001; 2fl»): 

(15) a. 'What is being learned ... ? 
b. What kind of hypotheses is the learner capable of entertaining? 

c. How are the data from the target language presented to the learner? 
d. 	"What are the conditions that govern bow the learner updates her 

response, to the data? 

e. 	 Under what conditions, exactly, do we say that a learner has been 
5uccessful in the langnage learning taskT 

The answers to some of these questions are obvious, given the assumptions 

we are making here regarding UO and parametric variation: for example, 
the answer to (I5b) is that the learner can only consider distinct values of 
parameters in the acquisition of syntax. Similarly, the answer to the ques­
tion of how the data are presented to the learner - (1Sc) - appears to be 
simply in the fonn of spontaneous linguistic behaviour which makes up the 

PLD. As we saw in the Introduction to Chapter 1, no negative evidence is 
available to the learner. One could put the answer to this question more 
abstractly, and say that the data is presented in the form ofP-expression­
as defined in (8) of §2.1 - in the strings in the PLD. 

Some of the other questions in (15) are trickier. For instance, our entire 
discussion of the possibility of evidence of 'parameter-missetting' in the 

previous section can be construed as addressing (ISd). On the basis of that 
discussion, we have to conclude that no updating of parameter values takes 
place, which might be relevant. But it is (1Sa) and (15e) which are most 
imponant to our concern with the relation between learnability/acquisition 

and change. One possible answer to (\5a) is that acquirers are learning the 
parameter values of the grammar that produces the PLD. But in that case 
the learning task would be seen as unsuccessful when abductive parametric 
change of the sort schematized in (13) takes place. This seems to be the 
wrong conclusion, since the learners in (13) have acquired a grammar, just 
not the parental one (since G 1 oJ=- O 2). So the answer to (15a) would be 
simply that a parametric system is learned. This point relates to (15e), too: 
the criterion for successfulleaming cannot bc replication of the parental 
grammar, but approximation to it, in such a way as abductive change of the 
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sort shown in (15) is possible. For this last reason, it is often thought that 

Probably Approximately Correct (PAC) algorithms are learning algorithms 
which can provide useful simulations of language acquisition. (See Bertolo 

(2001: 8-10); Oark and Roberts (1993); Pullum (2003: 433); and in par~ 

ticular Niyogi (2004: 7Sff.) and the references given there.) 

Now, most work on Ll acquisition assumes that the stable state of 

acquisition, Ss, corresponds exactly to the target grammar. In other 

words, it assumes that no 'mismatch' arises between 0 1 and O2 in (13). 

In considering the stages of Ll acquisition in the previous section, we 

implicitly took this view in saying 'we can consider that the various inter­

mediate states differ from one another in representing successively closer 

approximations to the adult system (Ss) in terms of the values of the 
parameters. To put it another way: if m parameters are set to the adult 

value at stage Sn then at least m + 1 parameters are set to the adult value at 

stage Sn+l.' But, as we have seen, abductive change requires a slightly 

looser formulation than this, in order to allow for the possibility of 'mis­

match' between 01 and G2 in (13). 

The following remark by Niyogi and Berwick (1995: 1) summarizes the 

difference between the standard assumptions in work on language acquisi­

tion and what seems to be required for an acquisition-driven account of 

change: 'it is generally assumed that children acquire their ... target . 

grammars without error. However, if this were always true, ... grammat~ 

ical changes within a population would seemingly never occur, since gen­

eration after generation children would have successfully acquired the 

grammar of their parents'. 

Thus language acquisition is usually taken to be deterministic in that its 

final state converges with the target grammar that acquirers are exposed to. 

The postulation of abductive change challenges exactly this assumption. 

In the previous section, we saw good support for the deterministic 

assumption in Ll acquisition. Recall Guasti's list of parameter values 

which appear to be correctly fixed from roughly the time of the earliest 

multiword utterances' 

(2) a. the value of the head direction parameter; 
b. the value of the V-to-T parameter; 
c. the value of the topic-drop and null-subject parameters; 
d. 	 the value of the parameters governing question formation, the one 

governing overt movement or in~situ placement of the wh~element and 
the one regulatingT-to-C movement (inversion). 
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Moreover, we saw in the previous section that two of the best studied 
phenomena of child production, root infinitives and early null subjects, 
are not easily or obviously analysed in tenns of 'parameter-missetting', i.e. 
in terms of mismatches between G l and G2 in (13). As Roberts and 

Roussou (2003: 12) put it: 'the standard paradigm for language acquisition 
is not immediately compatible with the observation that grammatical 
systems change over time.' This 'standard paradigm for language acquisi­
tion' is more than just a methodological simplification on the part of 
linguists working on L1 acquisition: (2) gives the evidence of accuracy 
and earliness in the setting of a number of important parameters. And 

yet we saw in Chapter 1 that all the parameters referred to in (2), with the 
exception of topic drop, have changed their values in the recorded histories 
of various languages. So we see a tension between the results of Ll acqui­

sition research and what we can observe about syntactic change. 
The obvious explanation for the fact that children are able to set many 

parameters very early lies in the highly restricted range of analyses of the 
PLD that UG allows them to entertain and the limited exposure to PLD 

needed for parameter fixation. (In this respect, the facts reported in (2) 

support the argument from the poverty of the stimulus, as noted in the 
previous section.) But then, how are we to explain the fact that these 
parameters are subject to change over time? Notice that our answers to 
the leamability questions in (15) do not answer this question; they simply 
allow for abductive parametric change without explaining how it happens. 

This leads us to the logical problem of language change, which we can 
fonnulate as follows (this formulation is based on unpublished work with 
Robin Clark (Dark and Roberts 1994: 12)): 

(l6) 	 If the trigger experience of one generation pennits members of that 
generation to set parameter Pk to value Vi, why is the trigger experience 
produced by that generation insufficient to cause the next generation to 
setPk to Vi? 

The logical problem oflanguage change as fonnulated here is close to the 
Regress Problem for reanaiyticai approaches to change which we intro­
duced in §2.i in the following tenns: 'an innovation in Corpus;: [in (13)] 

may be ascribable to a mismatch in G2 (compared to G l ), but it must have 
been triggered by something in Corpus! - otherwise where did it come 
from? But if Corpus] could trigger this, then how could G j produce this 
property without itself having the innovative property?' Essentially, this 
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formulation puts the problem the other way around as compared to (16), in 

addition to not being directly phrased in terms of parameter change. I take 

it, though, that (16) subsumes what I called the Regress Problem in the 

earlier discussion. 

The first thing that is required in order to find our way out of the 

dilemma stated in (16) is a slightly weaker notion of the deterministic 

nature of L1 acquisition than that which is usually assumed in the Ll­

acquisition literature. So let us propose, following Roberts and Roussou 

(2003: 13), that 'the goal of language acquisition is to fix parameter values 

on the basis of experience; all parameter values must be fixed, but there is 

no requirement for convergence with the adult grammar'. More precisely, 

as mentioned in the discussion of (1Se) above, let us suppose that the goal 

of acquisition is to approximate the parental grammar, not to replicate it. 

Making this move allows for Pk in (I 5) to receive a different value from that 

found in the input, therefore making space for language change. The stable 

state Ss of language acquisition now amounts to the situation where all 

parameters are fixed to a given value (cf. the remark in relation to parameter­

setting in §1.1 that 'not deciding is not an option'). Let us call this view of 

the endpoint of language acquisition 'weak detenninism'. 

The 'approximation' approach may seem too weak, in particular in that 

it does not appear to account for the results of Ll-acquisition research as 

summarized in (2), since it in principle allo"WS parameters to vary freely and 

randomly from generation to generation. However, Roberts and Roussou 

(2003: 13) add an important proviso to the above quotation to the effect 

that convergence with the adult grammar 'happens most of the time'; that 

is, approximation usually amounts to replication. This brings us to an 

important principle of syntactic change, first put forward in Keenan 

(2002): the Inertia Principle. Keenan fonnulates this as follows: 

(17) 	 Things stay as they are unless acted on by an outside force or decay 

(Keenan (2002:2») 

This principle is very general; in fact it holds of the physical world in 
general, taking decay to include entropy, i.e. the second law of thermo­

dynamics. For our purposes, we can take (17) to mean that, although L1 

acquisition is not inherently deterministic but rather weakly deterministic 
in Roberts and Roussou's sense, the target system is successfully converged 

on, i.e. the stable state Ss of acquisition has the same parameter values as 

that of the parent system; G1 and G2 in (13) do not differ. This is no doubt 
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due to the highly restricted range of analyses of the PLD that UG allows 

and the limited exposure to PLD needed for parameter fixation, i.e. stand­

ard poverty-of-stimulus considerations. 

Longobardi (2001: 278) adopts Keenan's principle, and puts forward the 

following very interesting version of it: 

(18) 	 'syntactic change should not arise, unless it can be shown to be caused' 

(emphasis his) 

In other words, as Longobardi says, 'syntax, by itself, is diachronically 

completely inert' (277-8). It is clear that this view is compatible with the 

results ofLl-acquisition research, as reported in the previous section and in 

(2). Ifwe combine (18) with Roberts and Roussou's weak determinism, we 

arrive at the following; 

(19) 	 Ifa definitevallle 1'; is expressed for a parameter p; in the PLD, then 
(a population of) acquirers will oonverge on Vi. 

In other words, given adequate P-expression, inertia will hold. So inertia 

implies that most ofthe time abductive change does not happen. P-expression 

was introduced and defined in §2.1; the definition, and the corollary definition 

of trigger, is repeated here; 

(20) 	 a. Parameter expression: 
A substring of the input text S expresses a parameter p; just in case a 
grammar mnst have p; set to a definite value in order to assign 
a well-fanned representation to S. 

b. 	Trigger: 
A substring of the input text S is a trigger for parameter PI if S 
expressesp,. 

As long as there is a trigger for a given parameter value, then, inertia will 

hold and abductive change will not take place. 

Under what circumstances does abductive change happen, then? This 

must be when no definite valne v, is expressed for a parameter Pi in the 

PLD. According to Longobardi's version of Inertia in (18), this lack of 
robust P-expression must be 'a well-motivated consequence of other types 
of change (phonological changes and semantic changes, including the 

appearance/disappearance of whole lexical items) or, recursively, of other 

syntactic changes' (278). 

More precisely, we propose, following our discussion of reanalysis in 

§2.1, that both ambiguity and opacity of the P-expression are required in 
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ordcr for abductiv~ chang.: to take place. Ambiguity is defined in relation 

to parametric sy~tems a~ follows: 

(21) 	 a. P-ambigu.il} 
A substring ot" the inpm text S:is strongly P-ambigul1us with respect to a 
param",ter Pi jU:H in ca~c a grammar can hav", p, ,et to either value and 
assIgn a \\iell-fonned representation to S 

b, A ~tf()ngly P-ambiguoU'i stt-ing: may express either value ofp, and 
therefore trigger either value ofp, 

c, A weakly P-ambiguous sIring cxpress~s ut'ith",r value ofp, and thcr~f(~re 
triggers neither value of Pi 

In fact, as we saw in §2_l, strong P-ambiguity is what is reqLrired for 

reanalysis. Thcsc definitions are repeated from that discussion, where 

Lhey were illustrated in rebtion to certain reanalytical changes_ Weak 

P-ambiguity arises where some parameter value is undetertnintd, also 

possibly leading to change in a parameter value. although not nw:ssarily 

through reanalysis 

We can define opacity in tcrms of complexity (see Lightfoot (1979). 

Fol1o\\1ng an idea developed in Clark and Roberts (1993), let us assume 

that learners are wn~en,'alive in that they hal'e a built-in preference for 

relatively simple representalion~ (the prtcist c:haracterization of simplicity 

will be discussed in ~3.4 and §3.5). If a given piece ofPtD is P-ambiguous. 

there will be at least two repre~entations for iI, each corresponding to a 

ditferent grammar, i.c. rcpf<:senting systems with distinct parameter values. 

Assuming that any two represtlltaLiom diITer in complexity and therefore 

opacity, the learner will choo~e the option that yields thc simpler represen­

tation. The more complex representation will he hoth opaque lin virtuc 

of being more complex than the other available represenration(s)) and 

ambiguOlls (by definition). Therefore it is inaccessihle to the learner, i.e. 

it is etfecliYely unlcamable. The Inertia Principle tell~ us that the strong 

P-d.mbiguity of the triggcr (and therefore the relative opacity, assuming 

that any Iwo alternatiw reprcsentations differ in ovcrall complexity) al"ises 

through either extra-~yntactic factors or as the consequence of an inde­
pendent syntactic change 

Actually, doser reflection rcveals that the circUTIlstances just described 
do nol guaranke a change; they merely suspend inertia, since we can take it 

that P-expressioll (and therefore strong P.amhiguity) and the preference 

[or relative ~implicity are forces acting on the learner. in the sense relevant 

for the Tnertia PLincipie as stated in (17). Hence, il is possible that things 

http:P-ambigu.il
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will not stay as they are. Whether a parameter value of GJ actually changes 

will depend on the relative complexity of the representations of 3$pects of 

the PLO entailed by the parameter-settings in G 1compared to those of G2: 

a parameter will change if it corresponds to the single option expressed by 

the PLD for G 1 and the more opaque of two options expressed by the 

strongly ambiguous PLO for G1 . Here again weak detenninism is relevant, 

in that it implies that under these conditions a definite value Vi for Pi will be 

assigned. This value will still be compatible with the input, but - again 

thanks to weak determinism - may differ from that of the target grammar, 

in which case an abductive change takes place. So we see that the simplicity 

metric is the 'safety mechanism' alluded to earlier. 

So, our tentative answer to the question posed in (16) is that between the 

two generations in question there is a change in the PLO. In other words, 

some extra-syntactic factor, or at least a factor independent of the change 

in question, introduces P-ambiguity into the expression of at least one 

parameter in the PLD of G2. Still assuming that any two representations 

can be distinguished in terms of complexity (and still leaving complexity 

undefined, for the time being), complexity/opacity will then choose between 

the two values, possibly leading to a parametric change.8 The crucial ques­

tion becomes that of locating the factors that may introduce P-ambiguity 

into the PLO. This is what we turn to in the next section. 

Clearly, all of the above discussion turns on the notion of complexity, 

which we must therefore now define. The commonest way of detennining 

this is by simply counting some aspect of a derivation or representation. 

(See in particular Chomsky and Halle (1968, Chapter 9) on complexity and 

markedness in phonological systems; we return to the discussion of mark­

edness in §3.4.) As Roberts and Roussou (2003: 200) point out, syntactic 

representations offer several possibilities: 

In principle. there are several formal options available in syntactic representations 
or derivations: one could count nodes. branching nodes, traces [i.e. copies - IGR], 
chain links, symbols or features. 

8 Kroch (2000: 700) points out that it is also possible that 'extrasyntactic' change 
may be attributable to some property of the leamer, for example, age at the time of 
acquisition. This is relevant 'in the case of change induced through second-language 
acquisition by arlnlt1; in sitnations oflanguage contact' (ibid.). I will discuss this case 
briefiy in the ne:>!:! section, returning to it in detail in Chapter 5. 
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After considering the various options, Roberts and Roussou opt for a 

feature-counting approach; this is in fact very much in the original spirit 

of ChoIIJ.Sky and HaJle (1968). Here I give a slightly simplified version 

of Roberts and Roussou's proposal (for the original, see Roberts and 

Roussou (2003: 201)): 

(22) 	 Given two structural representations Rand R' for a substring of input text 
S, R is simpler than R' if R contains fewer formal features than R'. 

The notion of 'fonnal feature' here is the standard one in current versions of 

syntactic theory, as introduced in §1.4.1: it includes features such as Person, 

Number, Gender, Case, and Negation. And, as we saw in §2.5, movement 

takes place where the Probe of an Agree relation has uninterpretable fonnal 

features and 'an extra property' triggering movement. Chomsky (2000; 2001) 

proposes that that 'extra property' is in fact a further fonnal feature known 

as the EPP feature. This means that Probes, in terms of fonnal features, are 

more complex than non-Probes, and Probes that cause movement are more 

complex than those which do not. We will see the effects of this definition of 

complexity in more detail in the next section. 

In this section, we resumed certain aspects ofthe discussion of reanalysis 

in §2.l, notably the question of abductive change. Applying this idea 

strictly to parameter change, we arrived at the logical problem ofianguage 

change as stated in (16), partly on the basis of some of the observations 

regarding language acquisition made in the previous section. We suggested 

a v:ay of solving this problem on the basis of the Inertia Principle of (17) 

and the corollary stated by Longobardi in (I8). We are led to the conclu" 

sion that abductive parametric change only occurs when the trigger for a 

given parameter value, as defined in (20b), is both ambiguous and opaque. 

P-ambiguity is defined in (21) and opacity/complexity in (22). P-ambiguity 

can only be introduced through extrasyntactic factors, for example, 

through language contact (see note 8), morphophonological erosion, or 

through an independent syntactic cbange. 

In the remaining sections of this chapter, I will address the two main 
issues that this account of change raises: the nature of changes to the 

trigger, and the nature of complexity as the principal force which acts on 

parameter-setting, preventing things from staying the same (see (17)); this 

will be linked to the concept of markedness of parameter values. Finally I 

will draw these threads together and attempt a fonnal characterization of 

parameters. 
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3.3. The changing trigger 

Following on from our rather abstract discussion of the logical problem of 
language change, this section looks at the idea that changes in the trigger 
experience - in particular the introduction of strong P-ambiguity - are 

responsible for language acquirers resetting parameter values. In other 
words, we investigate what both Krach (2000: 700) and Longobardi 
(2001: 277-8) put forward implicitly as the solution to the problem: the 

idea that intergenerational changes in the PLD render earlier parameter­
settings prone to abductive change. We saw that this is due to the expres­

sion of these parameters becoming ambiguous and opaque 
I will discuss three ways in which the PLD may be rendered ambiguous 

and/or opaque: contact-driven parameter-resetting, as suggested in King 
(2000), Kroch and A. Taylor (1997) and Krech, Taylor, and Ringe (2000); 
cue-based resetting of the type advocated by Dresher (1999) and Lightfoot 
(1999) (the cue-based model was originally proposed by Dresher and Kaye 
(1990)); and morphology-driven parameter-resetting, as suggested in 

Roberts (1985; 1999); Roberts and Roussou (2003). These ways of render­
ing the PLD ambiguous and opaque are not mutually exclusive; it is very 
likely that all three possibilities exist. 

3.3.1. Contact-driven parameter-resetting 

The contact-driven view of parameter-resetting can be construed, in our 

terms, as the case where PLD is affected by an alien grammatical system. 
What this means is that Generation 2 in the schema for abductive change in 
(13) is subjected to a different kind of PLD from Generation 1 in that 
Generation 2 receives PLD that either directly or indirectly reflects a 
distinct grammatical system (i.e. set of parameter values) from that which 

underlay the PLD for Generation 1. 
The direct case of coutact is that where the PLD simply contains a sign­

ificant quantity of tokens from a dlstinct system (where 'distinct' means that 
the grammar in question generates strings that cannot express the original 
grammar); this would naturally arise where Generation 2 is brought up in an 
environment which contains a language or dialect absent from the early 
experience of Generation 1. Such situations can and do arise through 
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many different types of historical contingency: emigration, invasion, and 
intermarriage being the most obvious but certainly not the only ones. 

The indirect case of contact arises where Generation 1 uses a second 
language in interaction with Generation 2. Here the PLD for the two 

generations is very obviously distinct. In the case where this second lan­
guage is a pidgin, Generation 2 may fonn a creole; I will leave this 
particular situation aside bere and return to it in §5.3. If Generation 1 has 
learnt the second language after the critical period for language acquisition, 

the PLO will consist of inter language and many parameter-settings may be 
radically underdetennined by the PLD. (I will come back to this in the 
discussion of second-language acquisition and the nature of interlanguage 
in §5.1.) This situation gives rise to weakP-ambiguity and hence potentially 
to change, which may have the properties ofthe creation of new grammat­

ical features ex nihilo. 

The direct and indirect cases of language contact influencing PLD are 

diagrammed in (23): 

(23) a. Direct contact: 

b. fudirect contact: 
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As already mentioned, issues to do with the nature of language contact, 

second-language acquisition and possibly creolization arise here, but we 

will leave them aside and return to them in Chapter 5. 

An example of what looks like direct contact, that is, contact-induced 

borrowing affecting aspects of syntax, comes from King's (2000) study of 

the French spoken on Prince Edward Island in Canada. Prince Edward 
Island (PET) French is a variety of Acadian French, also spoken in the 

other Canadian Maritime Provinces (New Brunswick and Nova Scotia) 

and in parts of Newfoundland. French has been spoken in Acadia since the 

early seventeenth century (King 2000: 7), but according to the 1991 census, 

only 4.2 per cent of the population of PEl were native speakers of French, 

and only 2.3 per cent spoke the language at home. 86 per cent of these 

people lived in a single area, Prince County (King (2000: 19)). Contact with 

English is clearly very extensive, and King (2000, Chapter 6) documents 

much lexical borrowing and code-switching. 

What is of interest in the present context is that King (Chapter 7) 
documents cases of Preposition-stranding in PET French. As we saw in 

Box 1.5 of Chapter 1, Preposition-stranding is the cross-linguistically ra­

ther rare option of moving the complement of a preposition, while leaving 

the preposition 'stranded'. English and Mainland Scandinavian languages 

allow this, both in wh-questions, illustrated in (24a), and in passives, shown 

in (24b) (Icelandic in fact allows the equivalent of(24a), but not (24b) with 

a nominative subject: Kayne (1984: 117»: 

(24) a. Who did you speak to_? 
h. John was spoken 10_. 

It is not clear what exactly permits this in English and the Scandinavian 

languages. In most other languages which have overt wh-movement, the 

preposition must move with the wh-phrase, i.e. it must be pied-piped (see 

§1.5 on the wh-movement parameter). This is the case of Standard French, 

for example (both examples ill (25) are equivalent to (24a»): 

(25) H_ ·Quias-tuparlea_? 

b. Aquias-tuparle_? 

Of course, English also allows the equivalent of (25b) (To whom did you 

speak _n. This is probably a case of formal optionality in English; a 

[+wh] C with an EPP feature can cause either the DP complement of the 

preposition or the whole PP to move, although Agrecwh holds just between 
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C and the DP. (¥Ie will look in more detail at the concept of fonnal 

optionality in §4.1.) Optionality has social value, in that the pied-piping 

option is characteristic of fonnal registers. French has some property 

which requires pied-piping of the DP in all cases. Kayne (1984) made an 

interesting and influential proposal concerning this, but in the context of 

technical assumptions which have not been carried over into most versions 

of minimalism. The central idea in Kayne's analysis was that English 

prepositions resemble verbs in that their complements are always accusa­

tive and able to undergo movement. French prepositions, on the other 

hand, have inherently Case-marked complements (in the sense defined in 

§2.3.2), which cannot undergo movement independently of the preposition. 

So the parameter distinguishing French from English is connected to 

the differential lexical properties of prepositions in the two languages. 

The existence of inherent Case in French is morphologically signalled by 

the contrast between dative and accusative 3rd-person c1itic pronouns, for 

example, le (ace) vs. lui (dat.); English has no comparable contrast. (Ice­
landic distinguishes accusative and dative complements, and has Prepos­

ition-stranding of some types, as mentioned above; see Kayne (1984: 117) 

for discussion). 

PEl French behaves like English in allowing Preposition-stranding. (26) 

illustrates this in a wh-question, a relative clause and a passive:9 

(26) 	 a. OU ce-qu'elle vien! de_? 
where that she comes from 
'Where does she come from?' 
(King 2000: 136, (5» 

b. 	 Ca, c'est Ie weekend que je souviens de 
That it is the weekend that I remember of 
'That's the weekend that I remember.' 
(King 2000: 136, (6» 

c. 	 Robert a ete heaucoup parle de _ au meeting. 
Robert has been much talked of at-the meeting 
'Robert was talked about a lot at the meeting.' 
(King 2000: 141. (32» 

9 King points out (138) that Preposition-stranding has been observed in Mon­
treal French (by Vinet (1984: 239». but the phenomenon is much more restricted in 
that variety, according to King's account of Vinet's observations. Roberge (1998; 
1999) surveys a range of Canadian varieties of French and observes that Alberta 
French is intennediate between Montreal French and PEl French. 
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Data like this indicate that PEl French has what appears to be English­
style Preposition-stranding. Thus, PEl French, thanks to the very extensive 
contact with English, has developed a parametric option which is lacking in 

Standard French, audnot fully instantiated in Montreal French; see note 9. 
King insightfu1ly and convincingly relates PEl French Preposition­

stranding to the fact that PEl French has borrowed a number of English 
prepositions. Some of these are illustrated in (27): 

(27) 	 a. Ils avont laye off du monde it la factorie. 
They have laid off some people at Ihe factory 
'They have laid off people at the factory.' 
(King 2000: 142, (39») 

b. 	 II a parle about Ie lien fixe. 


he has talked about the link fixed 

'He talked about the fixed linle' 

(King 2000: 143, (41») 


These prepositions also allow stranding: 

(28) 	 a. Qui ce-qu'a ete laye off_? 
who that has been laid off 
'Who has been laid otr.' 
(King 2000: 142, (40» 

b. 	 Quoi ce·qu'i! a parle about_? 

what that he has talked about 

'What did he talk about?' 

(King 2000: 143, (42) 


King argue.'l that 'the direct borrowing of English-origin prepositions has 

resulted in the extension of a property ofEngJish prepositions, the ability to 
be stranded, to the whole set of Prince Edward Island prepositions' (147). If 
the option of stranding is genuinely a lexical property of prepositions, as 
roughly sketched in our remarks on Kayne (1984) above, then we might 
expect that option to be borrowed with the English prepositions, although 
PEl French does retain an accusative-dative distinction in pronouns, as 
King (2000: 64, Table 5.2) shows. So here we have a fairly clear case of 
direct contact: at some point in the history of PEl French, elements from an 
alien grammatical system - English prepositions - were borrowed and this 
affected the parameter governing Preposition-stranding. (Acquirers seem 
to have generalized the input based on the English prepositions; we will 
return to this notion of 'generalization of the input' in §15.) Ibis is 
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burrowiug, rather than in aoy stnse imptrfcct learning of Fn::nch by native 

&peakers of French: nor does it rdlect imperfect learning of English by 

Ffe nch sIkakers. 

In fact, PEl French appears tu allow Preposition-stranding in contexts 

where English does not. Hornstein and Weinberg (1981) observed that 

exampks like the follow ing an: una\:ceptablc for most English speakers: 10 

(29) *Who did Pugsley give a book yesterday to _ ? 

PEL French appears to allow examples equivalent to (29): 

(30) 	 <t, Quai ce-que lU a~ parle hie] ilJean de 

what that tbat you havc spokcn yesterday to John of 

'What did yO!; s?eak yesterday 10 John ahout?' 

(King 2000: 146, (53)) 

b. 	Quai ~e-que tu as parle luer 


what that tbat you have spoken yesterday 


'\VIla! did yOll speak y~stc:day about to John?' 

(King 2000: 146, (57)) 


King re lates this to the independent fact that 'Frtnch does not have the 
strong adjacen~y requirements found in English' (147).11 

The Prince Edward Island case: is. as we said_ a clear case of direct contact 

affecting the trigger experience, Reanalysis is relevant. to the extent that the 

structure [pp P Dr] changes its properiies as Dr becomes extractable from 

PP. It is hard to evaluate the role of strong P-ambiguity here, as the pied­

piping option is apparently on ly available with certain prepo~itions; with de, 

it is not fo und: *De que! en/anI IlS-lu porM? (,Abollt which child did you 

speak?') is not good, but in other cases itis possible: Pour qUl'lle raison qu'il a 

(i) [, .. [VI' V] yesterday] PI' 
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parti?IQuelfe raison qu'il a parti pour? ('For what reason did he leave?lWhat 

reason did he leave forT) (Ruth King, p,c,), It is clear, though, that strings 

with Preposition-stranding crucially affected the PLD at the time of contact, 

leading PEl French to change the value of the Preposition-stranding param­

eter, thus creating a difference with Standard French, 

3.3.2, Cue-driven parameter-resetting 

Let us now turn to the second way of mak:ing the trigger experience ambigu­

ous and opaque: the cue-based approach, Lightfoot (1999) and Dresher 

(1999) argue that learners use input fonns, i.e, pieces of PLD, as cues for 

setting parameters. The trigger in thi~ case is not sets of sentences but 

fragments of utterances (partial structures) (cf. also Fodor (1998) on the 

potential importance of fragments of sentences for parameter-setting). For 

Dresher (1999) each parameter has a marked and a default setting, and 

comes with its cue, as part of the UG specification of parameters. For 

example, Dresher (30ff.) proposes that there is a parameter detennining 

whether a given language's stress system is quantity-sensitive (QS) or not 

(Q(uantity)I(nsensitive». English, for example, is QS, in that the basic stress 

rule states that the penultimate syllable is stressed if heavy; otherwise the 

antepenult is stressed (cf. Cimadn, with a non-heavy CV penult, as opposed 

to Vanc6u:ver, with a heavy CV: penult). Thus the heaviness (or quantity) of 

a syllable plays a role in detennining stress-assignment. Not aU languages 

have quantity-sensitive stress-assignment; QS thus represents a value of a 

particular parameter. The parameter in question is formulated as follows: 

(31) Quantity (in)sensitil"ilY 

a. Parameter: The language {does not/doe.<,} distinguish between light and 

b. 
c. 	 Cue: Words ofn syllables, conflicting stres~ contours (QS) 


(Dresher's{7):31) 


Dresher (1999: 31) points out that: 

In QI systems all words with n syllables should have the same stress contour, since 

they are all effectively equivalent_ Taking quantity insensitivity to be the default 

case, a learner will continue to assume that stress is QI untillt encolUlters evidence 

that words of equal length can have different stress contours. 
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Dresher goes on to point out that there is abundant evidence that English is 

not Ql, and so the learner quickly sets this parameter to the QS value. Thus 

we see how the unmarked value requires no evidence, and the marked value 

is associated with the cue. We will look more closely at the question of the 

marked and default settings of syntactic parameters in the next section. 

Lightfoot (1999: 149), however, takes a much stronger view and argues 

that 'there are no independent "parameters"; rather, some cues are found 

in all grammars, and some are found only in certain grammars, the latter 

C{)nstituting the points of variation'. He illustrates this approach with the 

loss of V -to-T movement in ENE. He assumes that the NE situation 

whereby tense and agreement morphology is realized on V is the default 

(Lightfoot says that this is a morphological rule, but we can continue to 

think of it as an instance of Agree; see §IA.l), and so the V-tooT grammar 

needs the cue h V 1('[r V]' in his notation). Lightfoot sllggests that the main 

expression of the cue (where his notion of 'expression' is like our notion of 

P.expression in being a structure which requires the cue in order to be 

grammatical) to be subject-verb inversion, as in (75) of Chapter 1, repeated 

here as (32): 

(32) 	 What menythe this pryste? 
\Vhat does this priest mean? 

(1466-7: Anon.. from J. Gairdner (00.), 1876. The Historical Collections ofa 

London Citizen; Gray 1985: 11; Roberts 1993a: 247) 

This cue was perturbed by three factors: (i) the reanalysis of modals as 

T-elements (see §2.1); (ii) the development of dummy do in the sixteenth 

century, also a T --element (we briefly mentioned this in our discllssion of the 

loss of V-tooT in §2.1; it may well have been the same change as that 

affecting modals); (iii) the loss of V2, which clearly took away many 

environments in which verb-subject order had fonnedy been found. He 

concludes: 

with the reanalysis of the modal auxiliaries, the increasing frequency of periphrastic 
do, and the loss of the verb-second system, the expression of1M in English became 
less and less robust in the PLD. That is, there was no longer anything very robust in 
children'S experience which had to be analysed as 1M, which required V to I, given 
that the morphological I-lowering operation was always available as the default. 
(Lightfoot 1999: 164) 

This account is very similar to the one we proposed in §2.1, with the notion 

of cue playing the role of our notion of P.expression. Lightfoot also points 
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out that 'weak' verbal agreement inflection is a precondition for the change 

('the possibility of V to I not being triggered first arose in the history of 

English with the loss of rich verbal inflection' (164)), although he does not 

explicitly say that this inflection is the expression of a cue, which would be 

the equivalent in his terminology of our claim in §2.1 that the relevant 

agreement morphology expresses the parameter. 

The similarities between Lightfoot's cue-based acoount of the loss of 

V-to-T and the one we gave in §2.1, are, as we see, very close. In fact, the 

definition of 'trigger' in (20b), in making reference to 'a substring of the 

input text S', is equivalent to the LightfoovDresher notion of cue. How­

ever, in this sense, cues cannot be identified with parameters: parameters 

are abstract properties of grammars, features of part of an individual's 

mental representation. Although the notion of cue is useful, it must be kept 

distinct from the notion of parameter. 

A further point is that Lightfoot's cue-based approach is too uncon­

strained: if there is no independent definition of cues, then we have no way 

of specifying the class of possible parameters, and hence the range along 

which languages may differ, synchronically or diachronically. It is, how­

ever, possible to maintain that parameters can be independently defined 

and thai learners also make use of cues provided by the input (this is closer 

to Dresher's view); if we do this we do not run into this difficulty. So, it 

seems reasonable to take the view that cues, i.e. triggers as defined in (20b), 

are provided by the input; parameters are specified by UG and are set by 

the learner on the basis of the interaction of cues/triggers and VG (and 

internal properties of the learner - see §3.4 and §3.5). Construed this way, 

the Lightfoot'Dresher view is essentially the one I have been presenting 

here, as the close similatities in the analysis of the loss of V -to-T show. 

However, there is a difference: Lightfoot has no ru::count for the shift in 

the cue. He says: 


this model has nothing to say about why the distribution of cues should change. 

This may be explained by claims about language contact or socially defined speech 

fashions. but it is not a function of theories of grammar, acquisition or change­

exoept under one set of circumstances, where the new distribution of cues results 

from an earlier grammatical shift; in thaI circumstance, one has a 'chain' of 

grammatical changes. One example would be the recategorization of the modal 

amtiliaries ... , which resulted in the loss of V to I. 

(Lightfoot 1999: 166) 
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A morphologically-based approach like that sketched earlier can, on the 
other hand, explain the change in the cuelP-expression in terms of mor­
phologicalloss. Let us now return to that account. 

3.3.3. Morphologically-driven parameter-resetting 

It is worth making two points here. First, we observed in §2.1 that there was 
a strong P-ambiguity in the analysis of very simple positive declarative 
sentences like John walks in sixteenth-ceutury English, as schematized 
in (33) (repeated from (13) of Chapter 2): 

(33) a. John [TwalksJ [vp .. (walks) ... J 
b. John T [vp walks 1 

We saw that Lightfoot also makes this observation. (33a) represents the 
conservative structure with V-to-T movement, and (33b) the innovative 
structure without V-to-T movement. The proposal was that the conserva­

tive system was preferred as long as there was a morphological expression 
of V-to-T movement through the agreement system. This was stated in 

terms of the follow:ingpostulate, linking agreement marking on the verb to 
V-to-T movement (repeated from (18) of Chapter 2): 

(34) 	 If (finite) V is marked with person agreement in all simple tenses, this 
expresses a positive value for the V-to-T parameter. 

We then proposed that the loss of much verbal agreement, particularly 
plural endings in both simple tenses, led to the loss of the morphological 
expression of the V-to-T parameter and thus to a reanalysis of (33a) as 
(33b) with the concomitant change in the value of the V-to-T parameter. 

Since (33a) contains an occurrence of movement, V-to-T movement, miss­
ing from (33b), it must have at least one more formal feature than (33b). 
Hence, by (22), it is more complex: than (33b). So here the crucial factor 
creating ambiguity and opacity in the PLD is the erosion and loss ofcertain 
endings, something I take to be a morphological property. (In fact, it is 
more than likely that it is ultimately phonological; see Lass (1992: 134ff.).) 
This solves the Regress Problem and gives an account of what changed in 
the P-expression/cue-expression, unlike Lightfoot's analysis. 

The second point concerns weak P-ambiguity, as defined in (2ic). As a 
comparison of the definition of strong P-ambiguity in (2ib) and that of 
weak P-ambiguity in (21c) shows, the essential difference lies in the fact that 
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a weakly P-ambiguous string triggers neither value of a parameter. This 
notion can be relevant to understanding certain aspects of change in that an 

independent change can render a former trigger weakly P-ambiguous, i.e. 
render it irrelevant for triggering some value of a parameter that it triggered 
prior to the independent change. The loss of V-to-T movement in ENE 
exemplifies this. The reanalysis of the modals and do as functional elements 
merged in T had the consequence that examples like (35) (repeated from 

(14) of Chapter 2) no longer triggered anything, i.e. they were weakly 
P-ambiguous: 

(35) a. I may not speak. 
b. I do not speak. 

Prior to reanalysis ofmodals and do as T -elements, such examples provided 

an unambiguous trigger for a positive setting for the V-to-T parameter, in 
that modals and do were verbs (with plural agreement marking) which 
moved to T and expressed the morphological trigger for V-to-Tmovement. 
Once modals and do are merged in T, such sentences become weakly 
P-ambiguous in relation to the V -to-T parameter in that they are compatible 

with either value of the parameter. As such, an important, and frequently 
occurring, kind of trigger for the positive setting of the V-to-T parameter is 

lost. Weak P-ambiguity may be relevant to understanding certain changes 

in this way. fYVe will discuss weak P-ambiguity more in §5.3 and §5.4.) 

Another change discussed in Chapter 2 illustrates further how morpho­
logical change may affect the PLD in such a way as to create ambiguity and 
opacity in triggers and hence abductive change. This concerns the loss of 
so-called recipient passives in thirteenth-century English, as discussed in 
§2.3.2. There we schematized the crucial reanalysis as in (36) «(43) of 

Chapter 2): 

(36) 	 [cp Him+DAT [TP[T wasl [vp v [vr helped (him-i-DAT) 1111> 
hp He+NOM [T[u'I'l was] [,.p v [vp helped (he+NOM) III 

We treated this reanalysis as directly caused by tbe loss of dative-case 
morphology, i.e. by the loss of any morphological distinction between 
morphological accusative and morphological dative case. This led, we 
proposed, to a parametric change in the nature of v, in that it henceforth 
had a new uninterpretable Case feature which was available in all transitive 

clauses, ""ith the consequence that all inherently Case marked non-subject 
arguments were lost. 
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We tied the reanalysis in (36), and the associated parametric change in 

the Case-features of v, to the loss of case-marking distinctions among 

complements. This is directly supported by Allen's (1995) detailed ac;;:ount 

of the breakdown of case morphology in English, as we saw. Let us now 

consider the effect of the loss of dative-case morphology on the relevant 

PLD in more detail. Consider a variant of (36) with a non-pronominal 

argument, which therefore after the loss of dative-case morphology is fully 

ambiguous as to which Case-feature it bears. We also make the argument 

singular, so that verbal agreement cannot tell us whether it is Nominative. 

The string in question is thus the man. was helped. Olle could assume that 

the situation is straightforward here: if there is no dative morphology 

there is no abstract Dative Case. However, two points militate against 

this simple assumption. First, Allen (1995: 351ff.) shows that direct passives 

(i.e. those with Nominative subjects) appear in dialects where the dative/ 

accusative distinction 8ti11 remains. Second, the relation between abstract 

Case and concrete case is not usually one-to-one; instead, it nonnally has 

theform of a one-way implication, viz. (see Kayne (1984: 116-17) on this): 

(37) 	 If a DP has morphological dative case, then the grammar has abstract 
Dative Case. 

This is in fact the simplest statement of the relation between morphological 

case and abstract Case that one can postulate, assuming the existence of 

any kind of abstract Case at all. What this implies is that as long as there 

was morphological dative case there could be no ambiguity at all regarding 

these constructions. However, it says nothing about the situation once the 

case morphology has been lost. One might conclude that the string in 

question is weakly P-ambiguous, since it provides no unambiguous infor­

mation regarding the parametric property of v. But the very fact that, 

thanks to the one-way implication in (37), there could be an abstract 

DAT, shows that the structure must be strongly P-ambiguous (since the 

presence of DAT implies one feature make-up for v, while the absence of 
DAT implies that active v* has uninterpretable p-features; see §2.3.2). 

The structural ambiguity is partially represented in (38), bearing in mind 

that English was a V2 language at this time, and supposing that our 

example is a main c1auseY 

12 See note 17 of Chapter 2 on the reason for assuming that these clauses are 
V2-c1auses, i.e. CPs. 



248 	 3. ACQUISITION, LEARNABlLiTY, AND SYNTAcrJC CHANGE 

(38) 	 [cp The man+DATINOM k was 1 [TP [T\u'P] (was) 1 [vl' v [vp helped 

(the man+DATINOM) 1JJ] 

Example (38) shows that the clause is a CP, and that the man, which we are 
taking to be ambiguously Nominative or Dative, occupies SpecCP. What is 
left unclear in (38) is the nature of SpecTP and the way in which T's 
uninterpretable ",-features are eliminated where the man is OAT. It is 
usually assumed that SpecTP must be filled, and whatever fills this position 
must be able to Agree with some feature in T, i.e. that T bas an EPP feature 

(see§2.S). Where the man is NOM, we can assume that it moves through the 
SpecTP position on its way to SpecCP, thereby satisfying the EPP. And of 
course, the man's NOM-feature Agrees with T's uninterpretable <p-features 

and so these uninterpretable features are able to be eliminated from the 
representation and the NOM-feature is valued. On the other band, where 

the man is OAT, it has no feature which can Agree with T. (This is clear 
where we have a plural argument, as there is no agreement in number 
between a dative argument and the verb, i.e. between a OAT DP and T's 
cp-features; see Allen (1995: 70fI., 142ff.) for discussion.) So, if the man is 
OAT, it is unable to move through SpecTP on its way to SpecCP as it 
cannot Agree with any feature ofT. 13 Therefore the EPP must be satisfied 
in some other way in this situation. There are two options as to what can fill 

SpecTP. On the one hand, we can postulate an expletive null suhject (i.e. 
pro), an element which can also bear NOM and thus Agree with T (see 
§1.2.1 on expletive, i.e. non-referential, pro). The other option is to a.'3sume 
'massive movement', in the sense introduced in §2.5, of either vP or VP 
into SpecTP (see examples (83-8) in Chapter 2). In order for massive 
movement of this kind to satisfy the requirement that the element in 

SpecTP Agree with some feature of T, we have to assume that the moved 
category may contain the element which Agrees with T. In the present case, 
we may assume, following Baker, Johnson, and Roberts (1989), that the 

passive marker itself is a nominal element capable of bearing a Case feature 
which can Agree with T. (This idea is updated in the context of massive 

13 Chomsky (2000: 128) suggests that the \'ery similar dative subjects in Icelandic 
might Agree for a Person feature with T, but, as mentioned in note J7 of Chapter 2, 
there is no evidence that preposed datives were subjects in passives in OE. It thus 
seems correct to take the DAT DP to occupy SpecCP and to have not moved 

through SpecTP. So. at least lU OE and ME, there is no Agree for person features in 
this construction 
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movement by Richards and Biberauer (2005.)) So in fact our example in 

(38) really manifests a strong P-ambiguity between (39a) and either (39b) or 

(39b') (this is a more elaborate version of the reanalysis given in (36) above 
and in (43) of Chapter 2): 

(39) 	 a. [ep The man+NOM!c was] hp (the man+NOM) [T[u'P] (was) 1[vp v 

[vp helped (theman..,..NOM) lll] 


b. 	 [cp The man+DAT!c wa~l hF pro+NOM [Tr~l (was) 1[vp v [yp helped 
(the man+OAT) lll] 

b'. 	!cp The man+DAT [c was] [TP [vp v [vp helped+NOM 

(the man+DAT)ll [T[U'I'] (was)l (vP)l] 


Example (39a) is quite unproblematic: the man Agrees for Nominative with T, 

and moves through SpecTP on its way to SpecCP, satisfying the require­

ment for an element in SpecTP, which Agrees with T. In (39b), the man 

bears the interpretable DAT feature which does not need to Agree with 

anything. It moves in one step to SpecCP. SpecTP is filled by expletive pro, 
which is NOM and so Agrees with T. In (39b'), the man behaves exactly as 

in (39b). However, vP raises to SpecTP and the passive marker on helped, 

which is contained in vP, Agrees with T. 

The ambiguity in (39) is created by the loss of dative morphology. Given 

(37), where there is dative morphology, one of the options (39b) or (39b') 

is the only one. Once dative case is lost, (39a) becomes available. (39a) 

involves two movements of the man+NOM: first to SpecTP and then to 

SpecCP. (39b) involves just one movement of the man+DAT to SpecCP, 

and insertion of expletive pro in SpecTP. (39b) therefore appears to be less 

complex than (39a). We could attempt to introduce some further complex­

ity cost associated with the postulation of expletive pro, but probably the 

best course of action is to assume that expletive pro is not relevant here and 

that instead the correct representation of the Dative option involves a 

structure with massive movement like (39b'). Since this structure involves 

copying of all the vP-internal material, along with all its fonnal features, 

this structure will be more complex than (39a). In that case, the definition 
of complexity in (22) gives the right results. As a consequence of this 
reanalysis and the associated parametric change, v's feature make-up was 

changed as described in §2.3.2 with the consequences outlined there. With­

out the loss of dative-case morphology, Inertia ensures that the structure 
remained as (39b') (not (39b) if we rule out expletive pro). 
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A final illustration of the role of morphological change causing the PLD 

to change comes from our discussion of complementation in Latin and 

Romance in §2.4. Among various other changes discussed there, we sug­

gested that Latin infinitives were associated with a T-position which was 

able to Agree for Accusative with an argument in the subordinate clause. 

This gives rise to the accusative + infinitive construction in Latin (or, more 

precisely, one variant of it ~ see the discussion in §2.4 and below), as in 
(repeated from (56a) of Chapter 2): 

(40) 	 Dice te venisse 
I-say you-Ace come-perf-infin 
'1 say that you have come: 

It was tentatively proposed that Latin non-finite T lost this capacity when 

the tense/aspect forms of the infinitive such as perfect venisse were lost. In 

line with (34) and (37) above, let us state this as a one-way implicational 

statement, as follows: 

(41) 	 If T[-finile] has an Accusative feature, then it shows inflectional distinctions 
marking tense/aspect 

This means that after loss of forms such as venisse, the unmarked (formerly 

present) form of the infinitive was no longer associated with an Accusative­

bearing T. Nevertheless, examples like (42), with an Accusative subject of 

the complement clause and the unmarked form of the infinitive, would have 

been possible: 

(42) 	 Dieo te venire. 
I-say you-Ace 

We noted in §2.4 that this construction was ambiguous in Classical Latin in 

that the Accusative feature of the subject of the infinitive Ie could originate 

either in the infinitival T, or in the main-clause v>fl. (The evidence for this 

comes from the two attested passive constructions in (53a) and (54) of 

Chapter 2.) After the loss of the tense/aspect forms of the infinitives, 
examples like (42) became less ambiguous than previously, in that they 

became unambiguously English-style accusative + infinitives, with the 

Accusative subject agreeing with v'" in the superordinate clause. This 
possibility was, however, then ruled out by a change io the value of 

Parameter G, itself connected to the development of Romance-style prep­

ositional complemeotizers, and so Accusative subjects of infinitives were 

eliminated in general. So the loss of morphology played a role in eliminating 
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the accusative + infinitive construction in the development from Latin to 
Romance, although in this instance by eliminating an ambiguity rather 

than creating one. 

3.3.4. Conclusion 

Here we have tried to apply the solution to the logical problem oflanguage 
change proposed in the previous section to actual cases ofchange discussed 

in the earlier chapters. If contact, cues, or morphology cause changes in 
PLD, then P-ambiguity and consequent opacity of ooe representation 
result, leading to abductive reanalysis and associated parametric change. 
We also saw that therc is oftcn an implicational relation between a mor­
phological trigger and a parameter value. We will return to tbis last point 

briefly in the next section. 
The main question that has been begged throughout the discussion is 

that of the definition of opacity. This, along with the closely-related notion 
of markedness, is the subject of the next section. 

3.4. Markedness and complexity 

The purpose of this section is to connect complexity as defined in (22) 
above to markedness, and thereby arrive at a basis for defining the marked 

and unmarked values of parameters with a view to formulating parameters 
along the lines of Dresher's proposal illustrated in (31) above. The concept 
ofcomplexity is closely related to that ofmarkedness. Here I will discuss an 
approach to detennining in general the marked and unmarked values of 

parameters which correlates marked parameter values to the relative opa­
city or complexity of representations or derivations. The idea is that 
marked settings are associated with opaque, that is relatively complex, 
constructions. 

3.4.1. The concept of markedness 

The concept of markedness originated in Prague School phonology, appa­
rently with Trubetzkoy, and was taken up by Jakobson(1941). (The history 
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of the concept is described in detail in Battistella (1996: 19ff.).) The basic 
idea can be stated as foUows: given a binary opposition, the two terms of 
the opposition may stand in a symmetric relation or in an asymmetric one. 
In the former case, we say that the terms are equipollent; in the latter, we 

refer to one term as the marked one and the other as the unmarked one. 
The asymmetry lies in how the absence of specification of the terms is 
interpreted: the absence of the marked term implies the unmarked term, 
but the absence of the unmarked telm does 001 on its own imply the marked 

term. In other words, all other things being equal we assume the presence of 
the unmarked term; the presence of the marked term requires something 
special, however, i.e. some kind of 'mark'. This asymmetric formulation 
can be maintained independently of the nature of the terms involved, the 
nature of the asymmetry, or the correlates of the asymmetry in some other 
domain. It is often supposed that the marked term is associated with 

relatively greater complexity; this is arguably inherent in the idea of it 
requiring an extra 'mark'. For example, Cinque (1999) proposes a series 
of markedness conventions for the features associated with various func­
tional heads in his analysis of clause structure. He states that marked 

features are 'more restricted [in] application, less frequent, conceptually 
more complex, expressed by overt morphology' (128), while unmarked 
features are in each case the opposite. 

We can illustrate the essential asymmetry that characterizes markedness 
relations with phonological distinctive features. A phonological oppos­

ition, for example that of voicing, can be thought of as an equipollent 
opposition between [+VoiceJ and [-Voice] or an asymmetric opposition 
between [mVoice] and [uVoice]. (Here and below, 'u' before the name of a 
feature means 'unmarked', not 'uninterpretabJe' as in the specifications of 
formal syntactic features in earlier sections; 'm' means 'marked'.) Chomsky 

and Halle (1968, Chapter 9) discuss markedness in relation to the phono­
logical distinctive-feature system they proposed; the approach to marked· 
ness and complexity adopted here is largely inspired by their discussion. 
Where the opposition is equipollent, if a !;egment is not [+VoiceJ then it is 
[-Voice] and vice-versa. But where the opposition involves a markedness 
asymmetry, markedness conventions and perhaps other statements are 
required to determine the value of the coefficient of a feature (Chomsky 
and Halle 1968: 403ff.). Moreover, there need not be a straightforward 
relation between the u/m values and the +/- values; for example, Chomsky 
and Halle (1968: 406) proposed that [uVoice] is [-Voice] if the segment is 
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[-soDorant}, but [+Voicej if it is [+soDorantJ. Marking conventions of the 

type first put fonvard by Chomsky and Halle imply that the underspecifi.ed 

feature [Voice] can 'default' to a given value under various circumstances, 

something impossible in the case of the equipollent +/- opposition.14 In 

turn, this leads to the possibility of an 'elsewhere convention', a notion going 

back to the Sanskrit grammarians oflndian antiquity (see Kiparsky (1973»: 

in the absence of specification, the unmarked feature value is assumed, 

while a marked value requires positive spccification, and therefore a longer 

description. For Chomsky and Halle, the markedness asymmetry relates to 

the evaluation metric they propose for determining the relative simplicity of 

rwe systems: 'the unmarked value of a feature was cost-free with respect to 

the evaluation metric, while the marked values were counted by the metric' 

(Battistella 1996: 75). The correlates of the asymmetry were stated by the 

marking conventions (Chomsky and Halle (1968: 404-7) propose thirty-nine 

of these), which are intended to capture aspects of the intrinsic content of 

distinctive features. The correlates of markedness in the distinctive-feature 

system include: cross-linguistic frequency of unmarked terms (all languages 

have voiceless obstruents, but not all have voiced ones: note how in implica­

tional universals, the marked value of an opposition entails the unmarked 

one (see Croft (2003) for discussion)); unmarked terms appear earlier than 

marked ones in language acquisition and are lost later in language deficits 

(this was first proposed by Jakobson (l94l»; and the fact that unmarked 

values emerge under neutralization in certain positions, for example, the 

coda of a syllable or the end of a word (for example, final-obstruent devoi­

clng is cross-linguistically very common, while obstruent voicing in this 

context is relatively rare). Kenstowicz (1991: 61-4) discusses these points in 

more detail in relation to phonology. 

3.4.2. Markedness and parameters 

Since we take parameters to have binary values (see §l.l for general 
discussion, and note that all the examples of parameters we have discussed 

have been fonnulated in a strictly binary fashion), we can in principle apply 

14 The idea that there is no single unmarked value for a feature, but that this may 
depend on other features, represents an important difference between Chomsky and 
Halle's approach and the Prague School approach to markedness. 

http:opposition.14
http:underspecifi.ed
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markedness logic to the opposition between these values; in other words, 

we can treat the binary opposition between the nyO values of a parameter as 

an asymmetric one in the sense described above. This has in fact been 

suggested in various places ever since the earliest fonnulations of 

principles-and-parameters theory (see Chomsky (1981), and the discussion 
in Battistella (1996: 82ff.)).15 If we do this, 'We have to answer three 

questions: (i) what is the nature of the features involved in the asymmetric 

relation? (ii) what is the nature of the asymmetry? (iii) what are the 

correlates of the asymmetry in other domains? 

Regarding question (i), it suffices for now to simply treat the features in 

question as the values of a parameter; giving a fuller answer requires a proper 

statement of the fonn of parameters, something we have yet to do. In the 

next section, I will attempt a general characterization of parameters which 

will provide a more substantive answer to this question, and thereby facili­

tate the statement of parametric marking conventions similar to those intro­

duced into phonological theory in Chomsky and Halle (1968, Chapter 9). 

We could answer question (ii) in terms of the definition of complexity 

given in (22), which we repeat for convenience: 

(22) 	 Given two structural representations Rand R' for a substring of input text 
S, R is simpler than R' ifR contains fewer fonnal features than R'. 

The nature of the asymmetry between the parameter values lies in the 

complexity of the structures generated by the grammars determined by 

the different values. The unmarked value of a parameter determines a 

grammar which generates simpler structures than those generated by the 

marked value. In the next section, we will suggest that parameter interactions 

give rise to a slightly more complex and interesting situation than this. 

15 Chomsky's discussions of markedness here and in Knowledge of Language 

(1986), make use of the distinction between the 'core grammar' and the 'periphery' 
in various ways. I am not assuming this distinction, as seems to be more in line with 
Chomsky's assumptions in his more recent work on the Minimalist Program, where 
tills distinction should no longer pla>' a role is what I take to be the 
implication of Chomsky's remark that it be regarded as an expository 
device, reflecting a level of understanding that should be superseded as clarification 
of the nature of linguistic inquiry advances' (Chomsky 1995: 163, note 3). As the 
text discussion will make dear, I follow Chomsky's thinking in taking markedness 
to impose a preference structure on the parameters of (core) grammar for the 
language acquirer. 

http:82ff.)).15
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Question (ill) brings us back to the issue of most concern here. At least 
some of the correlates of the markedness asymmetry between parameter 
values lie in syntactic change: since abductive reanalysis and parametric 
change arise through P-ambiguity and opacity/complexity of the trigger, 
with the less complex structure being preferred, then - all other things being 

equal- parametric change will be in the direction of unmarked values. 16 

We expect to find correlates in language acquisition (for example, marked 

values being harder to acquire and hence acquired later) and typology 
(marked values being less cross-linguistically frequent). I win not comment 
further on language acquisition, given the conclusion of §3.1 that it is hard 
to observe the postulated connection between acquisition and change. I will 
come back to the relationship between markedness and typology in the 

next section. 
The approach to complexity in (22) comes remarkably close to the 

notion of 'value' put forward by Chomsky and Halle (1968: 334): The 
"value" of a sequence of rules is the reciprocal of the number of symbols in 
its minimal representation'. Taking the relevant symbols to be fonnal 
features, which are the important symbols in the syntactic representation 

in the theory of syntax being assumed here, the definition in (22) would 
make it possible to value syntactic derivations just as Chomsky and Halle 
propose valuing phonological derivations. We did essentially this in our 

discussion of the role of complexity/opacity in abductive reanalysis in the 
previous section. 

A further point arises from this. Roberts and Roussou (2003: 210-13) 

derive a series of markedness hierarchies from the definition of complexity 

in (22). Here I give a simplified version of their hierarchy: 

(43) Move> Agree> neither 

Here '>' means 'is more marked than'. So a category set to a parameter 
value which requires movement is more marked than one which merely 

causes an Agree relation, which is in turn more complex than one which has 
neither property. This follows straightforwardly from the feature-counting 
idea: in order to givc rise to movement, a category must have both 

16 Ofcourse, we do not want only this kind ofchange to be possible: change from 
unmarked to marked must be allowed somehow. This point will be dealt with in the 
next section. 



256 3. ACQUISITION, LEARNABILITY, AND SYNTACTIC CHANGE 

uninterpretable formal features and the movement-triggering (EPP) fea­

ture. In order to give rise to an Agree relation, a category need only have an 

uninterpretable fonnal feature. Finally, in order to trigger neither oper­

ation, a category should lack both EPP and uninterpretable fonnal 

features. 17 This approach is developed in some detail in Roberts and 

Roussou (2003, Chapter 5), and we ""ill consider some of its implications 

below. 

3.4.3. The Subset Principle 

Other approaches to detemrining the marked and unmarked values of 

parameters have been put forward. One important and influential proposal 

was the Subset Principle of Berwick (1985). This states that 'the learner 

selects the grammar that generates the smallest possible language that is 

compatible with the data' (Manzini and Wexler 1987: 425). The interest of 

the Subset Principle is that it relates to an important and fairly well­

established aspect of language acquisition: the fact that language acquirers 

do not have access to negative evidence. In other words, language acquirers 

are not presented with ungrammatical sentences which are marked as such. 

As Guasti (2002: 4) puts it, 'negative evidence is not provided to all children 

on all occasions, is generally noisy, and is not sufficient ... Children have 

the best chance to succeed in acquiring language by rel}ing on positive 

evidence [emphasis omitted - IGR], the utterances they hear around them-a 

17 One might wonder whether a category with three uninterpretabl~ features is 
more marked than one with one uninterpretable feature and an EPP feature. This is 
predicted by (22), but is not CDnsistent with the hierarchy in (43). (43) should be 
understood as holding in relation to a given feature: in that case, Move-F will 
aJways be more CDmplex, and therefore more marked, than Agree-F, for any F, as 
Move requires the EPP feature in addition to F. Chomsky (200Se) introduces the 
possibility of Move oc("'UrTIng independently of Agree, possibly triggered by a 
further kind of feature known as an Edge Feature (EF). EF-triggered movement 
is characteristic of wh-movement, topicalization and focalization, movements 
which typically target the 'left periphery' of the clause_ It is possible, and would 
follow from (22), that this type of movement is less marked than that triggered by 
EPP where Agree is involved. See the discussion of how grammars may innovate 
marked properties in §3.5 below 
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resource that is abundantly available', (We touched on the absence of 

negative evidence in our discussion of the poverty of the stimulus in 

Chapter 1). 

Because they only have access to positive evidence, acquirers are, other 

things being equal, at risk of falling into a 'superset trap.' This can happen 

if acquirers posit a grammar which generates a language which is a superset 

of the language generated by the actual grammar in their environment, in 

the sense that it contains no examples that are incompatible with the PLD 

to which the children are exposed, but it generates examples that are 

incompatible with the target grammar. (This situation would correspond 

to the schema for abductive change in (13) of §3.2 above, with 0 1 a subset 

of O2.) If children only have access to positive evidence, they will never 

hear any example which causes them to 'retreat' from the superset gram­

mar. Thus they may posit a grammar which is incompatible with the target, 

and recall that it is a standard assumption in work on language acquisition 

that this does not happen; this is what underlies the empirical force of the 

Inertia Principle - see the discussion in §3.2 above. 

In order to rule out the risk of superset traps, the Subset Principle is 

proposed as a condition on language acquisition. The Subset Principle, as 

just given in the quotation from Manzini and Wexler (1987), forces chil­

dren to hypothesize the grammar which generates the smallest language 

compatible with the trigger experience. In this way, it is argued, they do not 

run the risk of falling into superset traps. 

The notion of markedness which derives from this then is that marked 

parameter values will generate bigger languages. The null-subject param­

eter may serve as a (slightly artificial) example. As we saw in §1.1.1, null­

subject languages allow a definite, referential pronoun subject to be 

dropped in finite clauses, while non-null-subject languages do not: 

(44) a. Parla italiano. 
b. *Speaks Italian. 

On the other hand, null-subject languages typically allow the pronominal 

subject to be expressed, just like non-null-subject languages: 

(45) a. Lui parla italiano. 
b. He speaks Italian. 

(As we saw in connection with examples (14) and (15) in Chapter 1, there 

are interpretative differences between null-subject and non-null-subject 
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languages where subject pronouns are expressed in the former; I will gloss 

over these for the purposes of illustration of the Subset Principle, however). 

Thus the grammar of Italian generates a larger set of strings than that of 

English. In other words, non-null-subject languages are a subset of null­

subject languages. This can be illustrated as follows: 

(46) 

Parla italiano 

LID parla italianolhe speaks Italian 

The Subset Principle therefore implies that the positive setting of the null­

subject parameter is more marked than the negative setting. 

One empirical problem that one could raise here is the evidence of early 
null subjects in Ll acquisition of non-null-subject languages. However, as 

we saw in §3.l, this phenomenon probably is not relatcd to a 'missetting' of 

the null-subject parameter at an early stage oflanguage acquisition, and so 

the objcction does Dot hold. A much more serious problem with the above 

line of reasoning emerges if we consider the various parameters we have put 

forward in our discussion: verb-movement parameters '(both V -to-T and 

V2), the negative-concord parameter, the wh-parameter, and word-order 

parameters all defme intersecting grammars. That is, in each case, one 

setting of the parameter allows one type of structure S and disallows 

another type S·, while the other setting allows S' and disallows S. This is 

clearest in the case of word-order parameters: one setting of parameter FI, 

for example, allows VO and at the same time disallows OV, while the other 
setting has just the opposite effect. The intersection rdation can be illus­
trated as follows: 

(47) 

Jo1m loves Mary 
G2 (VO) 
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The material in the intersection is weakly P-ambiguous in relation to the 

parameter P in question in terms of the definition in (21c), while the 

material in the complement of the intersection expresses the value of P.) 

The same exercise could he repeated for the verb-movement parameters, 

the negative-concord parameter, and the wh-movement parameter. In fact, 

it can also be repeated for the null-subject parameter, to the extent that it is 

true that null-subject languages do not have overt expletives: 

(48) 

As Battistella (l996: 113) points out: '[i]f markedness relations obtain 

between parameters that are not in a subset relation, they must be 

accounted for in some other way'. The above considerations seem to 

indicate that the Subset Principle is not a useful way of predicting mark­

edness relations in genera! among parameters, since most - if not all ­

parameters define intersection relations of the kind seen in (47) and (48). 

A further issue arises if we look at the Subset Principle in the diachronic 

domain. if non-null-subject languages are subsets of null-subject languages, 

then we expect a diachronic preference for change from the positive to the 

negative value of this parameter. We know that the null-subject parameter 

must have changed from positive to negative at some point in the history of 

Gennanic (seethe remarks on this in§3.l above), and this change has certainly 

happened in the history of French and certain Northern Italian dialects, as we 

saw in §1.1.2. So this much is consistent with what the Subset Principle 

predicts. HoweVer, we also saw there that this parameter may have changed 

its value in the opposite direction in exactly these Romance varieties, with 

some question as to what may be the best analysis of contemporary French. 

So we conclude, rather reluctantly, that the Subset Principle is not useful in 

providing the basis for determining the markedness of parameter values in 

cases like the above. The reluctance is due to the fact that the Subset Principle 
has the great conceptual merit of being finnly grounded in an important fact 

about acquisition: that children do not have access to negative evidence. 
One area where the Subset Principle may be useful is in distinguishing 

between a grammar which allows genuine formal optionality and one 

which does not. Abstractly, a case of this type would be where G 1 allows 

an alternation between two constructions C] and C2 while G2, thanks to a 
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different parameter-setting, does not. An example might be the difference 
between English and (Standard) French regardillg Preposition-stranding 
or pied-piping. (This was discussed in Chapter 1, Box 1.5 and in the 
previous section.) English has the option of Preposition-stranding or pied­

piping, while French only allows the Jatter. The French situation is illus­
trated by (25) above, which we repeat here: 

(49) a. Who did you speak to_? 
b. To wbom did you speak_1 

(25) a. *Qui as-tu parle i_'1 

b. A qui as-tu parle_1 

The fact that English allows both options, while French only allows one of 
them means that the French parameter-settings generate a language which 

is a subset of the English one. We could, therefore, regard English as 
marked in relation to French in this respect. Of course, (49b) is character­
istic ofa relatively 'high' register as compared to the more colloquial (49b), 
but for the purpose of this illustration of the logic of the Subset Principle I 
abstract away from this; we will C<Jme back to the concept of the 'social 

value' of variants in §4.2. 
The Subset Principle might also lie behind the phenomenon of'restric­

tion of function', whereby in one system a given operation applies more 
freely than in another. The more restricted grammar then produces a subset 
of tbe grammatical strings of the more liberal one. An example of this 
might be the restriction on OV orders to negative and quantified objects in 

fifteenth-century English which we mentioned briefly in §2.5.3. Given that 
OV order was an option with non-negative, non-quantified DPs in the 
earlier stage (i.e. ME from roughly 1200 to 1400), we have a situation 
where the fifteenth-century grammar only allowed OY for a particular 
class of objects and required YO elsewhere, while the earlier grammar 

allowed OV with any kind of object. Thus object-movement, assuming 
that is the correct analysis of this construction (see §2.S.4), was restricted 
in function. Here there may be a tension between concepts of markedness 
based on the Subset Principle and those based on feature-counting, since 
the more restricted variant requires more features. 

We see then that the Subset Principle has a major conceptual advantage, 
being based on what appears to be an important fact about language 
acquisition: namely, that language acquirers do not make use of negative 
evidence. Its actual application to parametric systems may be some­
what restricted, since so many parameters appear to define languages in 
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intersection, ratber than inclusion, relations. However, it may playa role in 

relation to true fonnal optionality, in predicting that such systems would 
be marked, and it may playa role in accounting for the diachronic phe­
nomenon of 'restriction of function.' 

3.4.4. Markedness and core grammar 

Another proposal, which was not intended to fonn the basis of a general 
account of the markedness of parameter values, was made by Hyams (1986: 
l56ff.). She took the view that markedness was a feature only of the 
'periphery' of the grammar (in the sense briefly discussed in note 15 
above). The null-subject parameter, however, is a property of core gram­
mar, and so the question of the markedness of its settings does not arise. 

Nevertheless, on the basis of her observation of early null subjects in the 
production of children acquiring non-null-subject languages, she argues 
that the null-subject value is the more accessible value (Hyams 1986: 162-3) 
since null subjects do not require the costly process of lexica1ization of 
pronouns (163). Hence children acquiring English begin with the assump­

tion that it is a null-subject language, and the parameter is reset during the 
course of language acquisition to the negative value (on the basis of the 
evidence from modals and overt expletive subjects, as mentioned in §4.1). 
One could imagine that this would favour a tendency in language change in 

the direction of nun subjects, but tbe general view now held amongst 
researchers on Ll acquisition is that early null subjects do not reflect a 
'missetting' of the null-subject parameter, but rather some property of 
inunature competence. For this reason we leave this proposal aside. 

3.4.5. Markedness and inflectional morphology 

At th..is point it is justifiable to ask what the advantages of an analysis of 
parameter values into marked and unmarked values might be. Aside from 
connecting syntactic change to the fonn of parameters, as we have done, one 
independent point has to do with the nature oflanguage acquisition. Lasnik 
(l983) observes that there is an intrinsic connection between markedness in 
LI acquisition and the question of indirect negative evidence. The notion of 
indirect negative evidence is discussed by Chomsky (1981: 8-9): although, as 
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we have suggested and as is the standard view amongst Ll-acquisition 

researchers, children do not have direct negative evidence in the sense of 

not having access to the information that a given structure or string is 

ungrammatical, Chomsky suggests that indirect negative evidence may 

nevertheless be available in the case where some feature is expected by 

acquirers but is not actually found in the PLD, In such a situation, the lack 

ofthe 'expected' feature may be a kind ofevidence: indirect negative evidence, 

A sufficiently clear and robust characterization of the markedness of 

parameter-settings may provide a form of indirect negative evidence, If the 

marked value of a parameter associated with a given feature is that asso­

ciated with movement, then if there is no evidence for movement in the 

PLD, the acquirer has indirect evidence that the marked value of the 

parameter in question does not hold. In other words, evidence for marked 

features requires direct positive evidence, and indirect negative evidence 

that the positive setting does not hold arises simply when the direct positive 

evidence is not available. That this is the case follows from our basic 

characterization of the asymmetric nature of markedness relations: the 

presence of the marked feature must be in some way signalled. So if there 

is no e\idence for a marked parameter value, it is not assumed. This in itself 

is a form of indirect negative evidence 

The feature-counting notion of markedness of parameter values that 

was introduced in §3.4.2 above is a purely fonnal one. As such, it differs 

from other approaches which have tried to relate markedness to substautive 

universals, either directly or indirectly. Chomsky and Halle's (1968) 

marking conventions relate the purely formal, feature-counting evaluation 

metric they propose to substantiYe phonetic and phonological universals. 

We also mentioned that Cinque (1999: 128) proposes a series ofmarkedness 

conventions for the features associated with various functional heads in his 

analysis of clause structlITe. His postulations of marked and unmarked 

values are based on familiar lakobsonian criteria, as we saw. For example, 

Cinque assumes that the unmarked value of his postulated MoodspeeCh Act 

category is 'declarative', while the marked value is '-declarative'; the un­

marked value of Mod"pi,remic is 'direct evidence' and the marked value is 
'-direct evidence', the idea being that in each case the unmarked value is 

inherently simpler than the marked one. 

How do Cinque's proposals regarding markedness relate to the proposal 

made above regarding the relation between complexity and markedness? 

The two notions are quite distinct, in several important respects. The 
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fundamental difference between the two is that Cinque's proposals regard­

ing markedness relate to the substantive content of features of functional 

heads, ultimately their notional semantic properties, while what was 

sketched in §3.4.2 is a purely formal, feature-counting notion associated 
~ith a complexity metric. We therefore might want to keep the two kinds of 

markedness distinct. We could call the complexity-based notion of mark­

edness discussed above formal markedness and Cinque'S notion substan­

tive markedness. (This distinction is proposed in Roberts and Roussou 

(2003: 214), although on slightly different grounds.) 

We saw earlier that Chomsky and Halle (1968, Chapter 9) link fonnal 

markedness (their feature-counting evaluation metric) to substantive mark­

edness by means of markedness conventions. We might want to contem­

plate a similar move in the present context. One reason for this is that, as we 

saw above, Cinque proposes as one criterion of markedness a greater 

likelihood of morphological expression. This connects to the postulates 

introduced in the previous section regarding the morphological expression 

of certain parameter values. 

Let us repeat those statements here: 

(34) 	 If (finite) V is marked with person agreement in all simple tenses, this 
expresses a positive value for the V-to-T parameter. 

(37) 	 If a DP has morphological dative case, then the grammar has abstract 
Dative Case 

(41) 	 IfT[-finite] has an Accusative feature, then it shows inflectioual distiuctions 
marking tense/aspect 

We can note that, directly in the case of(34) and indirectly (by means of the 

marked way of realizing SpecTP in the absence of a Nominative DP in the 

case of (37)), the realization of a morphological feature implies the marked 

value of the parameter ((41) seems to go the other way, though). (34) and 

(37) suggest that the following general template might hold for the rela­

tionship between morphological expression of a parameter and the mark­
edness of that parameter: 18 

18 (50) is deliberately vague in formulation. The expression 'C is associated with a 
marked parameter value' is fonnulated so as to allow for (37), where the connection 
between morphological dative case and markedness, in terms of the complexityofthe 
structure in (39b') above where the relevant DP is Dative, is somewhat indirect 
(although it is in fact the C{lnsequence of the fact that Dative Case is interpretable 
and therefore unable to check a feature of T - see the discussion in §2.3.2). If it is 
anywhere near correct, (50) no doubt requires a great deal of refinement. 
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(50) 	 If a formal feature of a category C is infiectionally expressed, then 
C is associated with a marked parameter value. 

Although rather vague as it stands, something like (50) could serve as a 

marking convention linking overt inflectional morphology with the marked 

values of syntactic parameters, as well as providing a clear general statement 

of the kind of morphological triggers (or cues, in Lightfoot's (1999) termin­

ology) that are relevant in acquisition and change. It also predicts that the 

loss of inflectional morphology, at least for certain types of inflection, may 

perturb the PLD in such a way as to lead to abductive change along the lines 

we saw in the previous section. Taking (41) into consideration suggests that 

the implication might go either way, but we nevertheless observe a relation 

between morphology and the changing and setting ofparameters. In the next 

section we will propose a further marking convention related to cross­
categorial harmony in word-order patterns and word-order change. 

3.4.6. Markedness, directionality, and uniformitarianism 

One final very general point regarding markedness concerns the concept of 

uniformitarianism. We briefly mentioned this concept in §2.4 in our discus­

sion of diachronic aspects of subordination. This idea is formulated by 

Croft (2003: 233) as follows: '[tlhe languages of the past ... are not 

different in nature from those of the present'. In terms of the principles­

and-parameters approach to syntax, we can take this to mean that all 

languages at all times (in the history of our species) reflect the same basic 

UG and therefore the same set of parametric options, and that those 

parametric options have the same markedness properties. 

Stated as above, the uniformitarian hypothesis seems very plausible. In 

fact, one can argue that it is a precondition for applying the principles-and­

parameters approach to diachronic questions (see Roberts (2001: 89)).19 

19 Or indeed any kind of historical linguistics. Interestingly, for most of the 
history of linguistic thought in the West, uniformitarianism was not assumed, in 
that it was thought that the three languages of the Holy Scriptures, Latin, Greek, 
and Hebrew, were not subject to change or decay. See the discussion of Dante's De 

vulgar! eloquentia in Law (2003: 190, 230). Clearly, the assumption that Latin and 
Greek could change was necessary for comparative Indo-European philology to be 
pOSSible, although the Renaissance recognition of the changeability of Latin did not 
give rise to the postulation of the Indo-European family (see Law (2003: 260ff.) and 
Simone (1998: 215) on this). 
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However, one question we can raise has to do with the transition from 

unmarked to marked parameter values, an issue we have postponed until 

the next section (see note 16). We c1earlywant to allow for the transition to 

marked parameter values, although we have not yet seen how this may be 
possible in terms of the general approach outlined above. If we do not 

allow for the innovation of marked values, then two highly problematic 

issues arise. First, we predict that all languages are tending towards a 

steady state, from which they will not be able to escape, where all param­

eters are fixed to unmarked values. Second, we have to explain where the 

marked parameter values currently observable in the world's languages 

came from. So it is highly desirable to have a mechanism for the innovation 
of marked parameter values 

The question of uniformitarianism arises here, in that if every language 

were in the maximally steady state we would have a violation of a strong 

version of this thesis. However, at least a weaker interpretation, of the kind 

just given in terms of principles and parameters, would allow for the idea 

that change from marked to unmarked is more regular and frequent than 

change from unmarked to marked. This would entail that the set of lan­

guages in the world would gradually change towards ever less marked 

systems. On this view, UG and the available parameters do not change, 

and so unifonnitarianism is not violated, but at the same time the range of 

different sets of options actually instantiated in the world's languages stead­

ily diminishes. In other words, ifwe think of the set of parameters as defining 

an abstract space (perhaps a 'state-space' in the terminology of dynamical 

systems ~ see §4.3.3) within which grammars can exist. a general move 

towards more and more unmarked systems implies that ever smaller pockets 

of the available space are occupied by actually existing systems. Something 

like this is certainly possible in principle; whether it is actually happ;::ning is 

an empirical question, albeit a rather difficult one to answer with any 

certainty. At first sight, there app;::ars to be some evidence for something 

like this from typological studies: Nichols (1992: 250-1), for example, 
observes that the overall level of structural diversity in (some aspects of) 

grammatical systems is lower in the Old World than in the New World and 

the Pacific. She points out that '[tJhe high diversity there [in the New World 

and the Pacific - IGR] can be regarded as a peripheral conservatism in 

dialect-geographical terms; these areas, secondarily settled, are far enough 
from the Old WorId centers of early spread to have escaped the develop­

ments that have lowered genetic density and structural diversity in the Old 
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World' (250). However, detennining whether there is a global tendency for 

reduction in diversity requires knowledge of change at very great time 

depths, greater than the maximum of 8,000-10,000 years which the trad­

itional method of comparative reconstruction seems to allow. Nichols (1992) 

addresses this very question, and in fact concludes that 'today's linguistic 

universals are the linguistic universals of the early prehistory of language' 

(Nichols 1992: 278). This conclusion strongly favours the uniformitarian 

view, and the concomitant view that the world's languages are no less evenly 

spread among the options made available by UG than they were in prehis­

tory. As Nichols states '[t]he only thing that has demonstrably changed is the 

geographical distribution of diversity' (277). We thus clearly need a mech­

anism for introducing marked parameter values, as there seems to be an 

overall equilibrium over time in the grammatical systems attested., as far as 

we can tell; I will return to this point in the next section 

3.4.7. Conclusion 

In this section we introduced the concept of markedness and applied it to 

parameter values, in tenns of the definition of complexity given in (22). We 

also looked at other approaches to the markedness of parameter values, 

notably the Subset Principle. Further, we briefly considered the relation­

ship between markedness and indirect negative evidence, as defined by 

Chomsky (1981), and Cinque's (1999) proposals for substantive marked­

ness values associated with functional heads. We considered the relation­

ship between inflectional morphology and syntactic markedness, 

tentatively suggesting the correlation in (50). Last, the possibility that the 

world's languages are tending towards ever more unmarked systems was 

considered and rejected, following Nichols' (1992) conclusions. 

In the next section I will try to conclude the general discussion of param­

eter-setting which has been the theme of this chapter by making a proposal 

for the fonn of parameters and considering some of its consequences. 

3.5. Parameter setting and change 

In this section I attempt to synthesize the discussion in the preceding 

sections, by proposing a general format for parameters and suggesting an 
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account of how they arc set in language acquisition and ch,mge. The goal of 

tlus exercise is to gi\-e a dear view of the is~ucs involved. and to bring 

together the strands of the di~cu~~ion in the rest of thi~ chapter, rather 

than to make new theoretical propo~als. The conclusions wc reach here 

will also fonn the ba~is of the discussion in much of the remaining two 

chapters. Accordingly, \ve first present a general statement of the format for 

parameters, basing ourselves fairly clo~ely on Dresher's (1999) fonnulation. 

as illustrated in (3\) above. \.ve then flesh out further the discus~ioIl of 

markedness from the previous section, presenting a further markedness 

convention (in addition to that pre~nted in (50), and showing how the 

concept of markedness rewrsal may playa role in certain types of syntactic 

I.:hange, primarily word-order change. TIllS leads naturally to a discllssion of 

networks ofparameters; here we sununarizc the very interesting proposals in 

Baker (2001). The final question we look at, although rather briefly since it 

v.-'ill he taken up in more ddail in §4.3.4, has to do wilh 'cascades' of 

parametric change: the extent LO whio::h OIle panlllleler change may lead to 

another and how, once again, markedness considerations may playa role 

3.5. 1. A format for parameters 

111e first issue concerns a general statement of the exuo::t form of param­

eters. This is something that we have nol broached until now, ha\-'ing 

contented ourselves with rather infonnal statements when we introduced 

the various parameters \ve have been considering in Chapters 1 and 2. Ld 
us first recapitulalt: lho~e statements· 

(51) 	 A. Does every finite dause require an oven subject? 

YES: non-null-subject jangu~ges (French, English 
~O: null-sllbjeet languages (Italian, Spauish, Greck. Japanese . ) 

B. 	 Does V move lo T in finite clauses'? 


YES: French. Welsh, Italian, Icelandic 


C 	 Does the fimte v~rb mo,e to C in finite main claus"s? 

YES: Gennan, Dmch, SweJioh, l~dant1i~, Dani:;h, Ka~hmiri, 


Romanoch 

NO: English, French, Italian. Welsh 


D. 	Are (non,inverse) ~ega!iye Agwo' relalion~ found"! 


YES: French, Italian. Welsh 

NO: English 
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E, Does a wh"phrase move to the Specifier of an interrogative CP? 
YES: English, Italian, Spanish, Gennan, Welsh. 
NO: Chinese, Japanese, Thai, Korean, Turkish, Armenian . 

F6. For all heads H, does the structural complement of a head H precede 
or follow H in overt order? 
PRECEDE: Malayalam, Turkish, Japanese, Basque 
FOLLOW: Romance, Celtic. 

G. 	Does L allow accusative subjects in SpecTP of a non-finite clause? 
YES: English, Latin, Classical Greek, Irish . 

NO: French, Italian. 

Each of these parameters is formulated as a yes(no question, or, in the case 

of F6, as a disjunctive question (precede vs. follow). As we pointed out in 
§1.I, one could imagine that the two-year-old mind/brain has some means 

of interrogating the PLD along these lines. It is now time to try to flesh this 

rather crude notion out in a more precise fashion. 

We can immediately observe that (5IB, C, E) have to do with triggering 

movement, and can thus conclude that the variation is due to the presence 

or absence of the movement-triggering feature on the head in question 

(finite T in (5IB), finite Cin (SIq, and interrogative C in (51E». Further­

more, jf word-order variation is to be accounted in terms of movement 

relations, as suggested in §2.5.4, we may be able to see parameter F6 (or the 

group of parameters which determine head-complement order for a range 

of heads) as a case of the presence or absence of a movement-triggering 

feature. (SlA) and (SIG) are slightly different in that they concern the type 

of subject which can appear in SpecTP: whether there can be a null subject 

in the Specifier of a finite T or an overt Accusative subject in the Specifier of 

a non-finite T. Assuming that the possibility of a null subject of finite T is 

connected to 'rich' agreement, a property we can associate with T, then 

both of these parameters have to do with the nature of T's features and 

therefore what kinds of elements T may Agree with. Finally, (SJD) con­

cerns the possibility of a particular feature entering a particular type of 

Agree relation. 
So we can draw two conclusions. First, the parameters all concern 

formal operations of the syntactic system: Agree and Move. They do not 

seem to relate directly to morphological, phonological, or semantic prop­

erties of language. Second, we can see that all of the parameters relate to 

the features associated with heads; in fact they all involve the features of 

functional heads, except perhaps for some cases of F6. Again, the features 
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in question arc all formal features, Le. they are features which play a role in 

determining the application offormal operations such as Move and Agree. 

So, all the parameters we have looked at involve the formal-feature spe­

cification of heads, principally functional heads; this corresponds exactly to 

what is proposed in Chomsky (1995: 6). 

These observations make possible a general statement of the form of 

parameters. Follovving Dresher's (1999) approach, as illustrated in (31) 

above, we present each parameter along with a statement of its default 

value and its cue. We will continue to present parameters as binary in 

nature. On the basis of the discussion of markedness and complexity in 

the preceding section, we assume that the default value mUllt involve a 

smaller number of features than the marked value (see (22)). Also on the 

basis of the discussion in the preceding section, we take it that the cue may 

be a morphological property. The other obvious cue is word order itself. 

The general format for parameters will thUll look like this: 

(52) 	 a. Parameter: A (functional) head H {has/does not have} feature F (in 
a given formal reiation).2o 

b. Default: F is absent. 
c. 	 Cue/expression: properties of inflectional morphology and linear order of 

elements. 21 

20 Given the nature of the syntactic operations postulated in recent minimalism, 
we really only have four options for (52a), and these are implicationally related, as 
follows: 

i. does H have a feature triggering Agree? 
ii. if so, does H have an EPP feature? 

If we distinguish head-movement and XP-movement, then we have two further 
options: 

iii. if (ii), does H require pied-piping of the Goal? 
iv. if so, how large a category is pied-piped? 

TIlls last option was implicit in our discussion of 'massive movement' in §2.5. For 
more tochnical and empirical details, see Richards and Biberauer (2005); Biberau.er 
and Richards (2006); Biberauer and Roberts (2005a). I will not pursue the options 
in (i-iv) systematically here, although the statement of the parameters in (54) is not 
incompatible with them. We will encounter pied-piping again in §4.1A, when we 
look IDor~ closely at the nature of formal optionality. 

21 See §3.2 above for a discussion of the similarities and differences between 
Clark and Roberts' (1993) notion ofP-expression and the LightfootfDresher notion 
of cue. 

http:Biberau.er
http:reiation).2o
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Introducing parameters in §1.1, I pointed out that they have four important 

properties. These can be summarized as follows: 

(53) 	 a. Parameter value. must be able to be set on the basis of rather salient 
elements of the PLO 

b. Parameter values must be set: not deciding is not an option. 
c. Parameters may be determined by 'gaps' in UG principles. 
d. Parameters are binary. 

How does the schema in (52) capture the properties of parameters as listed 

in (53)? Let us consider (53a~d) one by one. (53a) clearly relates to the cuing 

or expression of parameters. The linear order of constituents and inflec­

tional morphology are both salient features of the PLD, and are both 

things that acquirers appear to be sensitive to, given that they are able to 

set word-order parameters very early (as we saw in §3.1) and they acquire 

the morphological properties of verbs, including agreement and finiteness 

marking, equally early. (This is shown in detail by Guasti (2002: 120ft'.).) So 

the schema in (52) can clearly capture this property of parameters. 

Example (53b) relates partly to the default clause in (52), in that we can 

assume that in the absence ofa clear expression ofthe value ofa given parameter 

(i.e. ifall the relevant PLD is weakly P-ambiguous in the sense defined in (2Ic)), 

the default option is always taken. A further point which comes up here 

concerns the relations among parameters. We saw in §1.5.1 that there is a 

further parameter distinguishing among languages with the positive value for 

parameter E (i.e. those with overt wh-movement) determining whether just one 

wh-phrase is moved to an interrogative C or whether all available wh-phrases 

must be moved. Naturally, this further parameter is not relevant in systems 

where parameter E has the negative value. We take it that this parameter must 

take on the default value in this kind ofcase. What is at issue here is the question 

of the implicational relations amongst features, a point I will return to below. 

Example (53c) can be reconciled with (52) if we make the obvious 

inference from (52) that, to some extent, the feature make-up offunctional 

(and perhaps some other) heads is underspecified by UG. It may be that 

UG only requires a very minimal feature specification for functional heads: 

just enough to distinguish what Chomsky (2000; 2001) refers to as the 'core 

functional categories': C, T and v. Further specification may be entirely a 

matter of parametric variation. (Giorgi and Pianesi (1997, §1.4) make 

a proposal similar to this.) Indeed, to the extent that the formal features 

of functional categories are primarily relevant for the internal workings of 
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syntax, and that, in the context of the Minimalist Program, these internal 

workings of syntax are as elementary as possible, it seems very reasonable 

to think that UG imposes no particular further requirements on the feature 

make-up of functional categories. So we see that (53c) can be captured by 

the fonnat in (52). This gives us a way to understand why parameters exist 

at all, which we hinted at in Chapter 1: they simply force a consistent choice 

where UG leaves things open, i.e. an individual system cannot have gaps 

and does not tolerate randomness. Every underspecified point must be 
'filled in' in a consistent way. (The consistency might in fact be created by 

the learning device; I will briefly take this point up again in §5.1.) Finally, 

(53d) is built in to the statement in (52a). 

Since (52) seems to capture the important properties ofparameters as listed 

in (53), we will take it to be a general format for the statement ofparameters. 

More specifically, the parameters in (51) can now be reformulated as follows: 

(54) A. Null subjects 

a. 	Parameter: Finite T {has/does not have} sufficient specification of 

agreement features 'f to bear the subject thematic role/Agree with pro 

in SpecTP.22 

b. Default: 'P is absent. 
c. Cue/expression: 'rich' agreement morphology on T- and/or V-elements. 

B. V-to-Tmovement 

a. 	 Parameter: Finite T {has/does not have} an EPP feature which 

attractsV. 
b. Default: EPP is absent 

c. Cue/expression: (finite) V is marked with person agreement in all simple 

C. Verb second 

a. 	 Parameter: Finite, root C {has/does not have} an EPP feature which 

attractsT. 
b. Default: EPP is absent. 
c. 	 Cue/expression: consistent XP V order in the left periphery of CP 

(see Lightfoot (1999: 153)). 

D. Negative concord 

a. Parameter: non-inverse Agreeweg relations. 
b. Default: such relations are absent 
c. 	 Cue/expression: clausal negation which either can or must be 

uninterpretable. 

22 Recall that in our discussion of the null-subject parameter in §1.1, we did not 
decide between these two analyses of null subjects 

http:SpecTP.22


272 3. ACQUISITION, LEARNABILIlY, AND SYNTACTIC CHANGE 

E. Wh-movement 
a. 	Parameter: [+wh] C {has/does not have} an EPP feature triggering 

movement of a wh-phrase to its Specifier. 

h. Deflmlt: EPP is absent. 

c. Cue/expression: 'displaced' wh-phrases, wh-marking on D. 

F. Theheadparameter(s) 

a. 	Parameter: a head H {bas/does not have} an EPP feature triggering 

movement of its complement to its specifier. 

h. Defaull: EPP is absent 

c. Cue/expression: overt complement> head orders. 

G. Accusative + in}initive 
a. 	 Parameter: non-finite T {has/does not have) features which Agree with 

a DP in its specifier. 

b. Default: snch features are absent. 

c. Cue/expression: overt Accusative subjeds of infinitives. 

So we have a general format for parameters, which seems to have the right 

kinds of properties, and we are able to reformulate the parameters which 

we have been interested in by using this format. At the very least, this is a 

useful exercise, but the combination of the requirement to state each 

parameter in terms of formal features and to state both the defauJt value 

and the cue has clear implications for both language acquisition and 

language change. In essence, our expectation is that, if the cue is not 

sufficiently robustly attested in the PLD, the parameter will revert to its 

default value. Given the discussion in the preceding sections, we can see 

that this has clear implications for both acquisition and change. Thus the 

exercise of formulating parameters along these lines is one which amounts 

to making empirical predictions in these two domains. 

3.5.2. A markedness convention for syntax 

In terms of (54), it is easy to see how a parameter changes from a marked to 
a default value, and it is easy to see how the default values are related to the 

general simplicity metric in (22), since in each case some feature (or, in the 
case of (54D), a relation) which is present in the marked state is absent in 

the default state. But, as we discussed at the end of previous section, we 

must allow for change in the opposite direction too. One way to do this is 

by considering how markedness considerations may relate to systems of 
parameters, or perhaps subsystems of related parameters, rather than to 
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individual parameters. Hence, rather as in the case of distinctive features as 

discussed by Chomsky and Halle (1968, Chapter 9), it may be that the 

markedness of a particular parameter will depend on the values assumed by 

other parameters in a given system. Let us explore this idea further, and 

consider an illustrative possibility. 

We saw in §1.5.1 and §2.5 that the head parameter (54F) is rather 

problematic as stated. If it were a single parameter, it would predict a 

spectacular clustering of properties, which is not actually attested in the 

majority of languages. As we mentioned in the discussion of word-order 

correlations in §1.6.1, Dryer (1992) shows that a minority of the languages 

in his sample actually conform to the predictions ofthis putative parameter 

across the whole range of head--complement relations. The majority of 

languages diverge at least in some respects. We suggested in Chapter 2 

that (54F) should in fact be broken down into a series ofrelatcd parameters 

relating to each head--complement pair. However, without some further 

statement, all predictions regarding word-order correlations are thereby 

lost. The preference for 'harmonic' ordering seems to derive from an 

overriding tendency for independent parameters to conspire to produce a 

certain type of grammar. To capture this, we tentatively suggested that a 

restatement of J. Hawkins' (1983) generalization regardingcross-categorial 

harmony is needed, along the following lines (repeated from (84) of §2.5): 

(55) 	 There is a preference for the EPP feature of a functional head F to generalize 
to other functional heads G, H 

Now it is time to relate (55) to the ideas about markedness we have been deve­

loping. We can think of(55) as an approximation to a markedness convention 

of the type proposed for phonology by Chomsky and Halle (1968). 

To take a specific example, suppose, following Kayne (1994) and 

the discussion in §2.5.4, that VO is the universal underlying order and 

that OV orders derive fTOm the combination of V -to-v raising and remnant 

VP-fronting to SpecvP, as illustrated in (56): 

(56) 	 [,I' [vp 0 (V)] v-'-V (VP)] 

In terms of (54F), v has a marked property here. Follov,.ing Chomsky and 

Halle's notation, let's write this as the mEPP value for V. 23 In rigidly head­

final languages like Malayalam (see §1.5.1), many, perhaps all, functional 

<.3 Presumably v actually has two EPP features, since it attracts both V and VP. 
Here I am only concerned with the one which attracts VP. 
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heads will have at least one EPP feature in this way. Such systeIlli will 

therefore emerge as very marked indeed, in tenns of what we have said so 

far, and yet they are more common than 'mixed' types like Latin, Gennan, 

etc., which would be less marked on this approach. 

It is here that markedness conventions and the concept of the marked­

ness of a whole system, or subsystem, of parameters comes in. Let us 
postulate, for concreteness, the following convention: 

(57) 	 For a class of heads H, uEPP for HuF f. v --> {f+EPPll V[+EPP]} 
[-EPP] 

What (57) says is that the unmarked value of the EPP feature for some head 

ofa particular type with an uninterpretable feature (i.e. a Probe, capable in 

principle of triggering movement) is [+EPP], i.e. the presence of an EPP 

feature, just where v has an EPP feature, i.c. in an OV system. (Here the 

EPP feature is understood to refer to attraction of VP rather than V; see 

note 23.) This convention would replace the default statement associated 

with the head parameter in (54F, b). This has the effect that, for all head­

complement pairs which are subject to word-order variation, head-final is 

the unmarked order in an OV system, and head-initial in a VO system. In 

these teons, rigidly head-final languages are relatively unmarked, as of 

course are rigidly head-initial languages, while 'mixed' languages are rela­

tively marked (and one can in principle quantify exactly how marked 

different types of mixed systems would be). Furthennore, Dryer's observa­

tion that VO VS. OV order is the basic determinant of ordering among other 

head--complement pairs is directly captured by (57). (See again the discus­

sion of Dryer's results in §J.5.1.) What remains unclear, however, is how to 

specify the class of heads (57) refers to. 

A possible disadvantage of (57) is that it appears to disconnect marked­

ness from the simplicity metric in (22), in that we are now claiming that 

systems where the EPP feature is present on all possible heads are relatively 

unmarked. Hence a simple feature-counting approach to simplicity and 

thence to markedness no longer suffices. However, we can think that the 
simplicity metric itself derives from a more general notion of the conserva­

tism of the learner, in that the learner will strive to assign the simplest 

representation or derivation possible to the PLD it is exposed to. In these 

tenns, we can understand a markedness convention like (57) in terms of the 

conservatism of the learner, assuming that another conservative aspect of 
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the learner would be to exploit pieces of, perhaps marked, input to the full. 

So we could entertain something like the following: 

(58) 	 Generalization of the input: 
If acquirers assign a marked value to H, they will assign the same value to 
all comparable heads. 

Example (57) can naturally be understood in terms of(58), and both (57) and 

(22) can be seen as different aspects ofthe overall consen;atism of the leamer, 

which is essentially trying to set parameters in the most efficient way possible. 

The Subset Principle, as discussed in §3.43 above, can also be seen in this 

light: one aspect of the leamer's conservatism is to avoid superset traps. 

3.5.3. From unmarked to marked 

A markedness convention like (57) also gives us a way ofseeing how individ­

ual parameters may change from an unmarked to a marked value. All heads 

which are capable of bearing EPP features have the inherently unmarked 

property of not bearing this feature, but, where v has an EPP feature the 

opposite is true. Thus, if v acquires an EPP feature, a markedness reversal 

takes place for all the other heads in the system, and this creates pressure, 

ultimately dueto (58) as a property ofthe learner, in the direction ofacquiring 

the [+EPP] value for all other heads. Of course, this does not answer 

the question of how v might acquire an EPP feature. One might object to 

this approach along the same lines as Song's (2001: 304) objection to the 

Lehmann-Vennemann approach to word-order change discussed in §2.S.2. 

The preference for markedness-induced harmony must be weak enough to 

pennit 'incongruous' word orders to arise in otherwise consistent grammars 

but strong enough to cause 'endogenous optimization' in Kiparsky's (1996: 

150ff.) sense, i.e. harmonization oftbe relevant attraction properties of other 

functional heads. Kiparsky (1996: 153) defends his position as follows: 

We can therefore legitimately posit a universal preference which is not universally 
instantiated, provided that we specify the other factors that allow (or force) it to be 
subverted. In principle, they might be either intersecting structural or functional 
constraints, or historical processes. Motivating the latter would, in the case at hand, 
amount to demonstrating a natural origin for OV syntax. 

Kiparsky goes on to suggest that OV syntax could arise from a system in 

which objects (and perhaps other arguments) are in apposition to pronouns, 
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and hence frequently left-dislocated for reasons to do with infonnation 

structure (topicalization, focalization, etc.). If the pronouns beoome agree­

ment markers and/or disappear, OV syntax may emerge. Although specula­

tive, this scenario gives an indication of how a dispreferred, possibly 

inoongruous, order might arise through a separate, natural kind of change. 

We can readily rephrase Kiparsky's speculation using the fonnal notions 

adopted here. In these tenns, the question of the origin of OV orders 

becomes the question of how v could acquire an EPP feature. The most 

likely scenario for v acquiring an EPP feature is that whereby optional, 

discourse-driven object-movement becomes obligatory through the loss of 

the discourse effect, as Kiparsky suggests. This can be fairly naturally stated 

in tenns of some of Chomsky's recent assumptions, since he allows for 

optional movement triggers (i.e. EPP features) as long as their presence has 

an effect on output, i.e. creates some kind of discourse effect (Chomsky 2001: 

34). At an earlier stage v's optional EPP feature would be dissociated from its 

uninterpretable op-features (which might, following Kiparsky's suggestion, 

Agree with a resumptive pronoun in object position), but later the two sets of 

features would coalesce and the EPP feature would thereby be obligatorily 

associated with Agree in <p-features witb the object, giving rise to object­

movement (or possibly VP-pied-piping, as described in §2.5.4). 

That the discourse effect is associated with a complication of structure 

through the imposition of an extra EPP feature gives a formal expression of 

the traditional intuition that the drive for expressivity is a factor in lan­

guage change alongside the drive for simplicity (see Martinet (1955) for 

similar ideas in the context of sound change), and that. in the long run, 

these two forces create an overall equilibrium. This may be what prevents 

languages from developing the maximally unmarked steady state. Nichols' 

(1992) evidence that the overall degree of diversity in the world's languages 

has not changed since prehistory supports the idea that marked structures 

must be able to be innovated; in the terms just described, the tension 

between expressivity and simplicity balances out over the very long term, 

and there is thus no net increase or decrease in the markedness of the 

systems that are attested at any historical moment 
Expressivity may cause EPP features to be introduced, while simplicity 

causes them to be eliminated. Presnmably, a constraint like (58) causing 

generalization of the input causes them to become obligatory. Further­

more, it is very likely that the 'coalescence' ofEPP and <p-features alluded to 

above is driven by the preference for simplicity. We can thus envisage a 



3.5. PARAMETERSETI~GANDCHA:-<GE 277 

sequence of changes, starting from an optional EPP feature, to obligatory 

EPP combined with Agree, to simply Agree. For v, this would give rise to a 

sequence ofchanges from optional OV associated with a discourse effect, to 

obligatory OV associated with case marking andlor agreement, to VO. As 

already mentioned, this is fully consistent with the proposals in Kiparsky 

(1996).24 Clearly, these speculations require a great deal more work before 

they can really be considered as established hypotheses, but we can see in 

principle at least how relatively marked systems might be innovated, and 

hence avoid the problems with positing marked and default parameter 

values which we noted in §3.4.6 above. 

3.5.4. Networks of parameters 

Looking at the ways in which parameters may interact in change and in 

determining the markedness of a whole system leads naturally to the 

question of networks of parameters. We already saw a very simple example 

of how one parameter may detennine the value of another one in our brief 

discussion of the relation between the parameter determining multiple 

wh-movement and parameter (54E). We can think of this relation as a 

kind of intrinsic ordering, in that the multiple wh-movement parameter 

depends on the value of the superordinate parameter (54E): if (54E) has 

the negative value, then the multiple wh-movement parameter can only have 

the default value; it is effectively 'switched off' as an independent parameter. 

A natural question to ask is how far this kind of intrinsic ordering among 

parameters can be taken. It is clearly a desirable feature of a parametric 

system, as it automatica!!y ensures certain empirical predictions, If PI is 

superordinate to P 2 in the sense just defined, then PI must be acquired 

before P2 and a diachronic change in the value of PI wi!! potentially affect 

the value of P2, but not vice versa. 

Baker (2001: 163) formulates exactly this notion of intrinsic ordering 
among parameters as follows: 

24 In terms of Chomsky's (200Se) proposal that there may be a further variety of 
movement which is entirely separate from Agree, triggered by the Edge Feature EF 
(see note 17), we might replace the optional EPP feature at the first stage of the cycle 
with an EF feature. In that case, v changes through all the formal options the 
current theory makes available 

http:1996).24
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(59) 	 Parameter X fffilks higher than paramekr \: if Y produces a differen<:e in 

one type of language defined hy X, hut Ilnt in the other 

Keeping to our rather simple example involving \vh-movernent for the 

purpo~e of illu~tration, (54£) would he parameter X in Baker's formula­

tion, and the multiple wh-movement parameter would be parameter Y, 

sin.:e the laUer produces a difference only in those languages with overt wh­

movement and not in those without. 

Baker develops what he calls a 'p~riodic table' for parameters using the 

notion of ranking (what we ha\'e been calling intrinsic ordering) in (59). 

A subpart of this. which in\'olve~ some of the parameters in (54), is given 

in (60) (Dak~r\ figure 6.4, 1 S\ presents the full system he proposes)' 

(60) Subject Side 

~ 
T;;or:il, klalagasy 

V-toT 

~~ 
2\ 	 Edo 

Khmer 

7apot"c 
We!lh 

Null Subject 

Frem:h Spanish, italian 
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V-to-T is the familiar parameter (54B), and Nun Subject is our (54A). We 

have seen the Subject Placement parameter, notably in §t.2.1; this param­

eter determines whether the subject raises to SpecTP. Baker's Subject 

Side parameter determines, roughly, whether the subject appears at the 

beginning of the clause, or at the end. Tzotzil and Malagasy are vas 
languages, in which the canonical position of the subject is final, while all 

the other languages listed here are SVO or VSO, depending on the value of 

the Subject Placement parameter; the head parameter is superordinate to 

all the parameters in (60).25 The Serial Verb parameter determines how 

many verbs a single VP (or perhaps vP) can contain (Baker 2001: 141). 

English doesn't allow more than one (main) verb per VP/vP, but many 

languages do, for example Edo (a Niger-Congo language spoken in 

Nigeria) does: 

(61) 	 Oz6 goo Ie evbare khie'n. 
Ozo will cook food sell 
'Ozo will cook the food and sell it.' 
(Baker 2001: 140) 

What (60) actually states is a series of intrinsic ordering relations among 

parameters: the Subject Side parameter is superordinate to the others given 

here in that only the 'beginning' value for this parameter allows a choice in 

the V-to-T parameter, since the clause-final position of the subject means 

that the position of V in T or lower would not affect word order. Similarly, 

only the positive value of V-to-T allows an option regarding Subject 

Placement, since the negative value will result in SVO order whether or 

not V moves. Only a negative value ofV-to-T is compatible with the option 

of serial verbs, since if there are two verbs in vP/VP it is impossible for both 

to raise to a single T-position. 

A hierarchy of parameters of the kind in (60) makes interesting predic­

tions regarding typology, acquisition, and change. Regarding typology, it 

25 It has te{;ently been proposed that VOS order ~hould be derived by raising VP 
(excluding the subject, which is taken to be merged in SpecvP) to SpecTP. This was 
first proposed by Massaro and Smallwood (1997); see also Massaro (2000; 2005); 
Rackowski and Travis (2000): Chung (2005). This analysis would be consistent with 
Baker's proposals as given in (60), as VP-fronting to SpecTP would arguably 'bleed' 
both V-to-T movement (since the verb must remain in the fronted VP for the VOS 
word order to result from VP-fronting) and rubjeet raising, if VP-movement 
satisfie:; T's EPP-feature, as suggested in the references just given. 
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predicts a series ofimplicational universals: if a language has serial verbs, it 
is SVO (VSO depends on the positive value of V-to-T, and VOS on the 
'end' value for Subject Side; recall that OV languages are determined by the 

higher-order head parameter); ifa language has null subjects, it has V-to-T; 
if a language is VSO, it does not have serial verbs. Clearly. all of these 
predictions are testable (and some of them are false: for example, (60) 
predicts that if a language is VSO it does not have null subjects, but 

Welsh, Irish, and Classical Arabic are all VSO null-subject languages; 
this point is also made by Newmeyer (2004: 201; 2005: 86». 

In the domain of language acquisition, (60) predicts what Dresher, 

follovr.ing Lightfoot (1989), calls a 'learning path'. (Baker (2001: 192-6) 
also makes this point.) The setting of a superordinate parameter will 
detennine whether or not there is an option to set a subordinate parameter. 
For example, choosing the 'end' value of Subject Side pre-empts the selting 

of any of the other parameters in (60). In tenns of what we said earlier 
regarding parameter interactions and the schema for parameters in (52), we 

could take this to mean that all the subordinate parameters automatically 
take on the default value. (This would be the case because all the PLD 
would be weakly P-ambiguous in the sense of (21).) We thus predict that 

acquirers of Italian follow a learning path starting from Subject Side 
(beginning), and going on to V-to-T (yes), Subject Placement (high) and 
Null Subject (yes). Acquirers of English, on the other hand, set V-to-T to 

the negative value and then the Serial Verb parameter to the negative value. 
Again, the predictions for language acquisition are clear in principle. 
However, once again, the evidence for very early parameter-setting dis­
cussed in §3.J makes it difficult to test these in practice (Baker's conclusion 

is slightly more optimistic than this, however). 
Finally, (60) makes interesting predictions about relations among para­

metric changes. For example, if a language loses V-to-T movement, then it 

simultaneously loses the possibility of having VSO order or null subjects, 
but may go on to develop serial verbs. The history of English since the loss 
of V -to-Tin the Early Modern period is consistent with this, but only in a 
rather unrevealing way, since serial verbs have not in fact developed. 
English- and Romance-based creoles, on the other hand, support this, 
in that they tend to lack V-to-T and (argumentai) null subjects, and 
to have SVO order and serial verbs. (See Muysken (1988); the papers in 
DeGraff (1999); Nicholis (2004); and §5.3.2 on the syntactic properties of 
creoles.) 
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There are two obvious objections one can make to (60). First, it is 

empirically incorrect, in that certain pairs of parameters are set in the 

wrong relation with one another. We mentioned an example of this 

above: the incorrect prediction that there are no null-subject VSO lan­

guages. Another incorrect prediction is that there are no null-subject 

languages which have serial verbs: many East Asian languages, including 

Chinese, Thai, and Vietnamese, appear to show both of these properties. 

However, such difficulties can be dealt with quite easily; the hierarchy 

simply needs to be appropriately revised. The second difficulty is perhaps 

more serious: Baker allows for the possibility that a given pair of param­

eters may be logically independent, and in fact discusses (184ff.) several 

well-established parameters which do not appear to fit into his hierarchy, 

notably the wh-movement parameter (54E). But ofcourse ntoo many pairs 

of parameters are independent from one another the hierarchy may start to 

lose its clear structure. The greatest difficulty would arise if one could show 

that, for a triad of parameters PI, P2, P3, PI is superordinate to P2, P2 is 

superordinate to P3, but that P3 is superordinate to PI; this would create a 

kind of ordering paradox, since the relation 'Pn is superordinate/subordin­

ate to Pm' is, one assumes, logically transitive. It is not clear whether a case 

like this actually exists. If it does, then the concept of parameter hierarchy 

would have to be abandoned in favour of a looser notion of network, and 

presumably some of the wide-ranging predictions that a hierarchy like (60) 

makes would be lost. As things stand, though, Baker's proposals, or some 

variant of this hierarchy, are of great interest especially for establishing 

connections between acquisition and change, and have not been shown to 

be unworkable.26 

A final point regarding parameter interactions concerns the possibility 

of 'cascades' of changes: a situation where an initial parameter change 

perturbs a system in such a way that a whole series of changes follows, 

perhaps over many centuries, creating the appearance of typological drift. 

~6 Newmeyer (2004; 2005) argues against Baker's parameter hierarchy_ But his 
main critique is really the same as the first point just made: some of the parameters 
may be placed in the wrong relationship to one another. As pointed ont by Roberts 
and Holmberg (2005), this is not really a criticism of the concept of a parameter 
hierarchy (still less ofthe concept of parameter itself), but rather of Baker's specific 
implementation of it. Roberts and Holmberg further take issue with a number of 
Newmeyer's criticisms of the principles-and-parameters approach to comparative 
syntax 

http:unworkable.26
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N; we noted earlier, Longobardi (2001: 278) mentions this possibility in his 

discussion of Inertia, pointing out that syntactic change can be the conse­

quence 'recursively, of other syntactic changes'. This possibility undoubt­

edly exists, and may be behind the observations of typological drift that 

have been made. I will defer detailed discussion of this to §4.3.4. where 

I explore this idea by looking at a series of changes which took place in the 

history of English between roughly 1400 and l700. For the moment, 

the only relevant point is that the intermediate grammars during the 

sequence of changes must all be relatively highly marked, and therefore 

prone to change. Clearly, typologically 'mixed' systems will be ofthis kind, 

given the postulated markedness convention in (57). 

3.5.5. Conclusion 

In this section, we have attempted to consolidate the discussion in the 

earlier sections of the chapter, and to some degree that in the earlier 

chapters as well, by considering the format for parameters and the various 

ways in which parameters may interact, giving rise to networks or hier­

archies, as well as the concept of markedness of an entire system. As we 

saw, markedness of a system may override the markedness specification of 

an individual parameter. 

3.6. Conclusion to Chapter 3 

This chapter has attempted to consolidate the ideas which were introduced 

in the first two chapters. There we first tried to demonstrate the utility of 

the notion of parameter ofUG for analysing syntactic change (Chapter 1) 

and for giving a (near-) unified account of different types of change (Chap­

ter 2). Here, we tried to show how parameter change can be seen as driven 

by language acquisition. The essential notion is that of the conservatism of 
the learning device, which always attempts to set parameters on the basis 

of the greatest computational efficiency. This has at least two consequences 

that we have seen: a strong tendency to favour relatively simple represen­

tations or derivations, which we stated as (22); and a tendency to generalize 
the input, which we formulated as (58), underlying the markedness 
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convention in (57), Both of these properties motivate a fOITImlation of the 
default values of parameters (although (57) concerns the markedness of 
systems, and as such may create a markedness preference which overrides 
the markedness value of a single parameter). This contributed to our 

general statement of the fonnat of parameters in (52), inspired by the 
proposals in Dresher (1999), whereby each parameter consists of a formal 
statement (itself highly restricted by the impoverished mechanisms of 
minimalist syntax - see note 20), a statement of the (defeasible) default, 

and a statement of the cue or expression of the parameter. This format 
seems to have the right properties and is useful for looking at both acqui­
sition and change. 

In seeking to relate parametric change to language acquisition, we 
undertook a survey of recent work on the acquisition of syntax in §3.1. 

Here we encountered the Very Early Parameter Setting observation, 
which to some extent hampers establishing a straightforward relationship 
between acquistion and change, although it does not preclude such a 
relationship. §3.2 discussed the logical problem of language change, 
which led us to the formulation of the simplicity metric in (22). The subject 
of §3.3 was the changing trigger. Given Inertia, i.e. the idea that syntactic 

change must be caused (to paraphrase Longobardi (2001: 278)), we con­
sidered how contact and morphological erosion may induce change. §3.4 
dealt with markedness at some length. We suggested that (22), along with 
various markedness conventions in the pattern of Chomsky and Halle 
(1968, Chapter 9), should form the basis of markedness. The Subset Prin­

ciple may also be relevant if parameter systems allow formal optionality. 
Finally, in §3.5 we arrived at our formulation of parameters in (52) and 
considered its implications for networks and hierarchies of parameters, 

paying particular attention to the proposals in Baker (2001). We also 
made a suggestion for how marked properties may be innovated, at least 
in the case of EPP features. This suggestion seems to capture the old idea 
that much of language change is caused by a tension between a drive for 
simplicity and a drive for expressivity. 

In the next two chapters, we look at the consequences of the general view 
of syntactic change that we have outlined over the preceding chapters. We 
begin, in Chapter 4, by looking at the dynamic aspect of syntactic change­
and considering how it might be handled in the terms described here. 
Chapter 5 focuses on questions connected to contact, substratum effects, 

and creoles. 
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Further reading 

Principles-and-parameters theory 

Baker (2001) is an excellent introduction to the principles-and-parameters 

conception ofUG. Baker pursues a sustained analogy between contempor­

ary comparative syntax and nineteenth-century chemistry, which culmin­

ates in a 'periodic table' of parameters, part of which is reproduced in (60). 

Baker observes that any analogue to the quantum-theoretic explanation of 

why the periodic table has the properties it has is far off. Newmeyer (2004; 

2005) argues at length that the principles-and-parameters approach to 

comparative syntax has failed, and that variation across grammatical 

systems should be handled in terms of performance systems of various 

kinds. Roberts and Holmberg (2005) is a reply to Newmeyer, arguing that 

the principles-and-parameters approach is a valid and useful approach to 

comparative syntax. 

Learnability and markedness 

Lasnik (1983) is an early discussion oflearnability in relation to principles­

and-parameters theory. Lightfoot (1989) is the first statement of the degree­

oleamability idea, developed at much greater length in Lightfoot (1991). 

Fodor (1998) proposes a learnability theory for syntax. Roberts (2001) 

looks at the relation between syntactic change and learnability, proposing 

a version of the simplicity-based approach to markedness summarized in 

this chapter. Dresher and Kaye (1990) is the initial proposal for cue-based 

learning of phonological parameters, later developed in Dresher (1999). 

Berwick (1985) first put forward the Subset Principle as a natural learn­

ability-driven constraint on the language-acquisition process. Manzini and 

Wexler (1987) offer an account of parametric variation involving long­

distance reflexives, which makes explicit reference to the subset relations 
among the languages produced by grammatical systems defined by the 

different parameter-settings proposed. This represents a further case 

where the Subset Principle may be relevant for understanding the relations 

among parameter values, and perhaps as a basis for a theory of marked­

ness. Niyogi and Berwick (1995) is a pioneering study of how syntactic 
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change can be mathematically modelled. Battistella (1996) is an introduc­

tion to and historical overview ofthe concept of markedness, with particular 

reference to syntax. 

Language acquisition 

Hyams (1986) is the ground-breaking study of the acquisition of syntax 

using the principles-and·parameters approach, in which the phenomenon 

of early null subjects is first described. Hyams analysed these as null 

subjects of the Italian type, an idea she has abandoned in subsequent 
work (see Hyams (1992); Hyams (1996); Hyams and Wexler (1993)). Rad~ 

ford (1990) was the first to generalize Hyams' (1986) account, and argue 

that English children, at least, go through a stage of acquisition in which no 

functional categories are available at all. This work led directly to the 

postulation of root infinitives and early null subjects. Pierce (1992) is a 

pioneering study of Early French, in which it is shown that at the root~ 

infinitive stage, the infinitival form of the verb does not raise to T while the 

optional finite form does. Poeppe] and Wexler (1993) is an important study 

of Early German, in which they argue for a root·infinitive stage in that 

language, and that infinitive verbs do not undergo the verb~second oper­

ation (i.e. they do not move to C). Rizzi (1994) is an influential study of root 

infinitives, in which it is argued that these derive from the possibility of 

'clausal truncation', i.e. realising a clause as a VP only, at a stage of 

acquisition in which the language faculty is not fully mature. Rizzi (2000) 

proposes something similar for 'diary·drop'. Gahsen, Kursawe, and Penke 

(1995); Oahsen and Penke (1992); and Clahsen and Smolka (1985) are all 

studies of Early Gennan, in which it is shown that the complex adult verb· 

movement system develops according to a series of well·defined stages. 

Guasti (1996; 2000); Haegeman (1995a); Haegeman (1995b); Hamann and 

Plunkett (1998); and Hoekstra and Hyams (1998) are all studies of the early 
stages of the acquisition of various Romance and Germanic languages 

from the perspective of principles·and·parameters theory. Hoekstra and 

Hyams' article is noteworthy for advocating that Early Null Subjects of 

the kind found in non-null·subject languages such as English and other 

Germanic languages are not to be equated witb those found in nul1.subject 

languages such as Italian. Wexler (1992; 1994; 1999) provides overviews 
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and summaries ofmuch of the work in this field, as wen as developing more 

general ideas, notably the Very Early Parameter Setting observation dis­

cussed in §3.1. Friedemann and Rizzi (2000) is a collection of important 

articles on the acquisition of the syntax of a range of Germanic and 

Romance languages. Brown (1970) is an early and very influential study 

of the first-language acquisition of English, while Jakobson (1941) is, 

among other things, a ground-breaking study of language acquisition and 

language disorders, in which the concept ofmarkedness plays an important 

role. Ernst (1985) is an extremely detailed study of Heroard's journal, in 

which. the speech of the young dauphin was recorded over a period of 

several years. Heroard's journal is a unique document, of potentially great 

interest for language acquisition and language change, as well as providing 

a valuable record of the nature of spoken French in the early seventeenth 

century. DeGraff (1999) is a highly original collection of articles dealing 

with creolization, language acquisition, and language change. The Intro­

duction and Epilogues are extremely useful and thought-provoking. This 

collection represents a unique attempt to bring together these areas, which 

have often been studied somewhat in isolation from one another. 

The null-subject parameter 

Huang (1984; 1989) develops a 'generalized-control' approach to null 

subjects in Chinese and Italian, covering also the distribution of the null 

subject of non-finite clauses in languages such as English (conventionally 

known as PRO in government-binding theory). Nicholis (2004) is a detailed 

study of the status ofthe cross-linguistic predictions made by the version of 

the null-subject parameter put forward in Rizzi (1982), and given in (28) of 

§1.2.1. He concludes that the correlations hold up fairly well across a wide 

range of languages, but that the distribution of expletive null subjects in 

crooles is problematic (see §5.3.2, on these). Hobnberg (2005) is a recent and 
very original paper Oil null subjects, arguing, on the basis of the fact that 

Fimill;h has an overt expletive subject which appears to be in complemen­

tary distribution with a referential null subject, that null subjects are 
structurally pronouns. 
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Other works on syntactic theory 

Giorgi and Pianesi (1997) propose a general theory of the syntax of tem­

poral relations, and an analysis of the temporal systems of Italian, English, 

and Latin. A facet of their approach is the idea that functional heads are 

structurally present only when needed in order to bear certain features. 

TItis view differs notably from that put forward by Cinque (1999). Massam 

(2005) and Massam and Smallwood (1997) are analyses of Polynesian 

languages with VSO and VOS orders in which the central idea is that the 

V-initial orders derive from VP-fronting, possibly of a remnant VP. 

Chomsky (2005e) is, at the time of writing, the most recent statement of 

certain technical aspects of minimal ism. This paper pays particular atten­

tion to the 'A'-system', i.e. wh-movement, topicalization, and focalization, 

all movements to the Specmer(s) (or 'edge') ofCP. It is proposed that these 

movements are triggered by the E(dge) F(eature), a feature that has no 

connection with the Agree system. Richards and Biberauer (2005) develop 

an analysis of the distribution of what have often been seen as overt and 

null expletives in Gennanic (see the discussion of null expletives in §1.2.1) 

which makes use of the twin notions of 'massive movement' of vP to 

SpeeTP (as briefly described in §2.5.4) and the optionality of pied-piping 

operations. Biberauer and Richards (2006) make a very interesting and 

well-argued case for formal optionality in syntax, arguing in particular 

that this is a natural outcome of the kind of minimalist syntax proposed 

in Chomsky (2000; 2001). We will look at some of their proposals in more 

detailin§4.I.4. 

Historical and typological syntax 

King (2000) is a detailed and very interesting study ofPrince Edward Island 

French. In addition to arguing convincingly that Preposition-stranding in 
this variety is the result of extensive borrowing of English prepositions, as 
summarized in §3.3 above, King looks at the syntactic consequences of the 

borrowing of the particle back and the wh-elements whoe~'er, whichever, 

etc., into this variety of French. Keenan (2002) is a very detailed, original 

and interesting study of the development of English reflexives, arguing 

convincingly that they were originally emphatic forms. It is here that the 
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Inertia Principle is proposed for the first time. Reoch et aI. (1m) is a 

detailed study of the loss of V2 in the history of English, arguing that this 

change was driven by contact between Northern and Southern dialects of 

ME. Croft (2000) puts forward a general account of syntactic change in 

functional-typological terms, hence differing in its basic assumptions for 

what is being put forward here. Nichols (1992) put forward a number of 

important innovations in language typology. The distinction between 

'head-marking' and 'dependent-marking' was first made here. This is the 

distinction between a system in which a grammatical notion is marked on a 

head or on a dependent of that head, for example, marking grammatical 

functions through verb-agreement (head-marking) vs. case on nominals 

(dependent-marking). Nichols also made a number of proposals regarding 

the areal distribution of typologically variant properties. Hogg (1992--2001) 

is the invaluable Cambridge History of the English Language, a six-volume 

work whicb provides extremely detailed infonnation about every aspect of 

the history ofthe language, from its Gennanic and Indo-European origins 

to the present day. Jasanoff (2004) is a description of Gothic, a contribu­

tion to the Cambridge Encyclopedia of Ancient Languages, which gives 

descriptions of all languages known to have existed prior to 500AD for 

which a reasonable amount of data is available. 

Phonological theory and phonological change 

Chomsky and Halle (1968) is the classic exposition of generative phon­

ology. It is notable for the system of distinctive features proposed, for the 

explication of the functioning of an ordered system of phonological rules, 

for the postulation of the levels of 'systematic phonetics' and 'systematic 

phonemics', for the analysis of the cyclic nature of stress-assignment in 

English, and for the- markedness conventions connected to the evaluation 

metric discussed in §3.4. Kiparsky (1973) is a treatment of the nature of 
rule-ordering in the standard model of generative phonology as put for­

ward by Chomsky and Halle (1968), in which the Elsewhere Condition is 

put forward as a condition detennining one kind of rule-ordering. The 
origins of this condition in the works of PillJ.ini's are explicitly acknow­

ledged. Kenstowicz (1991) is a standard, comprehensive introduction to 

(pre-optimality-theory) generative phonology. Martinet (1955) is a classic 
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