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ABSTRACT: The analysis of stem alternations (esgngas past oking) is controversial; there is a lasting
tension between morphophonological theorg&mn@is derived fromsing by rule) and stem storage theories
(sangandsingare stored allomorphs). This paper argues that in many cdstem alternation (e.g., Span-
ish diphthongization) the locality conditions on conteadtallomorphy provide crucial evidence for deciding
between these views, and crucial evidence for a morphopbgical theory in particular. However, the ar-
gument is only thasomealternations must be treated morphophonologically; igisdal only on one subtype
of alternation. Another (“morpheme-morpheme”) type o€aiation, one that applies only to certain mor-
phemes, and which is triggered only by a particular morph@nemorphemes), appears to take place under
the same locality conditions that are obeyed by contextlaaharphy. In morpheme-morpheme alternations,
distributional arguments based on locality conditionshmigpt be able to decide between storage and mor-
phophonology. At the same time, it can be shown that the tworihs make different predictions about how
such alternations are represented in the minds of speditdsdeads to a potentially unified theory, in which
the boundaries between theoretical and experimental appes are effectively eliminated.

1 Introduction The analysis of alternations is a central topic in lingaisiteory because treating
alternations requires an explicit theory of two main congrue of language: the basic representa-
tions that are in the memaory of speakers, and the compusati@t apply to these representations
to produce surface forms. While the margins of this area sdaech reveal some consensus about
the division of labor between storage in memory versus caationm by rule, a large class of phe-
nomena found in a grey area between phonology and morphotmginues to provoke controversy
between theories that instantiate two distinct reseatclitions. These opposing research programs
differ in terms of the emphasis that they place on storagdtefreants on the one hand versus the
derivation of alternants by rule on the other. The prograomesinto conflict over alternations in
form— say, between form&; and.%,— because in many cases it appears that either theory is able
to derive the correct results. In particular, the alteoratould be analyzed in a way that involves
storage, so that/; and.#, exist as separate objects in the memory of speakers; ortéraahts
could be analyzed as coming from a single underlying formthst.%#, is derived from.%;, or
vice versa. In the first type of approach, the alternationeiated in terms of static representations,
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as a relationship between whole memorized objects; in aroapb of the latter type, it is treated
derivationally, with alternant(s) derived via the (morjbtwonology from a basic (i.e. memorized)
form.

In practice, the richest empirical domain for this contrsyeis found with what are often called
stem alternationsinformally, this term covers the non-affixal changes in gnological form
of a morpheme that are found in particular morphosyntaciittexts. For example, the past tense
of give is gave and the normal phonology of English is not responsible fuanginggive into
gave For alternations like this, the question is whethjare andgaveexist in memory as distinct
stem allomorphs, or whethgaveis derived fromgivevia a phonological rule that makes reference
to lexical and morphological information. Exactly the sameestion arises for a wide range of
phenomena; another example is provided by alternatingtitipigs in Spanish. The verensar
‘think’ shows an alternation in the stem, depending on wéiethe stem vowel is stressed or not.
Thus, the 1s present indicative form of this verkpiénsq with a diphthong, whereas the 1pl is
pensamos While many verbs with an /e/ stem vowel alternate with a tfiphg in this way, not all
verbs with /e/ do. So, for example, the vedmsar'to make taut’ shows 1t&nso(not *tienso) and
1pltensamos The diphthongal alternation is thus evidently specificaime Roots and not others; in
principle, it could be treated with memorized stem altetsaor with a rule that derives the surface
alternants from a single underlying form.

A storage-based view of stem alternations is found in muclrework on this topic. This kind
of analysis is typically motivated by the assumption thédraktions that are irregular, or that in-
volve morphological or lexical conditioning, must involgsored alternants. The assumption that
irregularity requires storage is central to some theaaktivodels, and is particularly prominent in
experimental (psycho- and neurolinguistic) work direaéthe division of labor between “storage”
and “computation” in natural language. One of the centrairtbs of this paper is that arguments
based on notions of (ir)regularity and type of conditionfagtor provide only one source of in-
formation about how alternations are represented in thelsnif speakers. Crucially, theories that
focus on an alternation’s classification as regular or ut&galmost invariably ignore the conditions
that determine when one stem alternant or another is ermhldlyat is, the conditions under which
morphosyntactic (or phonological) features determinethdreone form occurs as opposed to an-
other. In terms of thgive/gaveexample, it is not enough to say trgdveis stored in memory, or
that it is derived by rule frongive there must also be a theory of the conditions under which the
different alternants surface.

The statement of such distributional patterns might appiadal; for example, withgive~gave
it looks like it might be simple to say thgavesurfaces as the “past tense of GIVE". This apparent
simplicity is deceptive, though, as is clear from the existeof a sizeable literature devoted to the
analysis ofblocking effectsn grammar (see Embick and Marantz 2008). This paper ardna¢shte
theory of stem allomorph distributions— a theory that catsmevith a more general theory of the
locality conditions on allomorphy— provides a decisivevemisto part of the controversy between
storage-based and rule-based theories. Storage-basei@sheffectively treat alternations between
forms.%#; and.%, as a relationship between two suppletive (stem) allomonghereas rule-based
analyses treat this relationship morphophonologicallizeWthe conditions governing the distribu-
tion of stem alternations are examined, it can be shown tiektexist stem alternations that (i)
are irregular according to an analysis based on (lexical@phological) conditioning factors, but
which (ii) do not obey the locality conditions on contextaiiomorphy. It follows from this that



morphophonological rules— i.e., phonological rules tled¢rto specific morphemes— must be part
of the grammar, and must be responsible for certain typetenf alternation.

The argument for a morphophonological theory is one stepéndevelopment of a compre-
hensive theory of stem alternations; it turns out to be ghiith an interesting way. Locality-based
arguments show that there are at lesshestem alternations that must be treated morphophonolog-
ically; they do not show thadll stem alternations must be so treated. Stem alternationis daat
be classified into different categories. Putting to the $iléhe moment the full classification, the
case studies that are used to argue for morphophonologiesl are based on one particular type of
stem alternation: those that are (i) restricted to certaompmemes, but (ii) triggered by phonolog-
ical properties of outer morphemes. Another class of stéemrations does not require reference
to the phonology in this way; rather, such alternations aggéred by particular morphemes. The
give~gavealternation, for example, applies only to a restricted $atarphemes (particular verbs),
and is triggered by a specific morpheme (past tense), notgbbginal material. It is conjectured
in section 5 that sucimorpheme-morphensem alternations are restricted to occur under linear
adjacency, a locality restriction that also applies to efp allomorphy of functional heads. This
conjecture is important for two reasons. First, it sugg#sisall “stem changes” in the broad sense
might not be identical. Rather, there are different typealtgrnations that are defined in terms of
whether they make reference to morphological informatamto phonological information (or a
combination). The second point is about the representaiiothe PF component of the grammar.
If morpheme-morpheme interactions are constrained toyappdler linear adjacency, this would
be a (perhaps surprising) restriction on possible altemnstin form, one that places significant
constraints on possible stem alternations.

A final part of the discussion looks seriously at the limitsacjuments based on distributions.
In the morpheme-morpheme stem-alternations, distribatimformation might not be able to force
a decision between stem storage versus morphophonola@gieslses. However, because the stem
storage and morphophonological theories make differezdiptions about psycho- and neurolin-
guistic implementation, investigation linking these noetblogies with the program advanced here
could prove decisive. The upshot of this is that a truly cashpnsive theory of alternations in
grammar requires unification of inquiry in the theoreticadl @xperimental domains.

1.1 Phenomena The alternations that are the topic of this paper are best iseeomparison
with two other phenomena. The first, illustrated in (1a) vebitwo realizations of the second person
singular agreement morpheme in Latiisti in the Perfect indicative tense of the verb, asdn
other tenses. The second phenomenon, seen in (1b), invblgelsnglish plural morpheme; this
morpheme surfaces as /s/, /z/, sz/| depending on the phonology of the noun to its left:

(1) a. Latin2s AGR

laud avistl ‘You (have) praised’ (perfect)
laud as “You praise’ (present)

b. English pl

cat, cats (/s/)
dog, dogs (/z/)
church, churches(/oz)



In each of (1a,b), there is an alternation in the generalksemsobject that is “the same” at some
level of description (Latin AGR[2 sg]; English [pl]) is exgssed by distinct phonological realiza-
tions (Latin-isti and-s; English /-s/, /-z/, and éz/). Despite this superficial similarity, the patterns
in (1a) and (1b) are analyzed differently in most theoriegrainmar. The class of phenomena rep-
resented by Latin 2s involves two phonological realizagitimat are by hypothesis not relatable by
the phonology; rather, the realizations are (suppletilejrorphs of AGR[2 sg]. There are some
borderline cases in which it is not obvious if an alternati®suppletive: Nevertheless, it is gen-
erally agreed that suppletive allomorphy exists, and thebanting for its properties is one of the
primary tasks for the theory of morphology.

Unlike Latin AGR[2 sg], the English (regular) plural reatmons can be related to one another
by the phonology. According to the standard analysis ofdlasts, the surface realizations /s/, /z/
and bz/ are derived phonologically from a single morpheme with timderlying form /-z/. Thus,
in the Latin example, the morphology deals with two distiabjects,-isti and-s. For the English
plural, there is one morphological object, and the distiwrface realizations of this morpheme are
the result of the phonology. In the terminology that is empbbbelow, the Latin agreement example
involves distinct Vocabulary Items in memory, whereas thglish plural example involves a single
Vocabulary Item.

Suppletive allomorphy and (normal) phonological procegs®vide two clear endpoints for
the study of alternations. The difficult cases are those dbanot fit neatly into either of these
two extremes. Thgive~gaveexample is of this type. There is no normal phonological essoof
the language that is responsible for the change in the stemlyoerbs that are phonologically
similar togivelike live do not undergo this alternation in the past tense. Thesédayations make
a treatment in terms of the normal phonology a non-startethé same time, though, there are
reasons for being cautious about treating such alterrmtiersuppletive allomorphy. After atlive
andgaveshare most of their segmental material, and an allomorpbatrhent makes phonological
resemblance an accident.

1.2 Criteria for Classifying Alternations Essentially every modern theory of linguistic structure
says something about how to divide labor between altermaitid the morphological type and those
of the more phonological type. Many of these theories exdell to stem alternations, which
have been studied intensively since the early 20th ceRtdynoted above, a widely-held view is
that the status of an alternation is determined by the fa¢t@at condition it. The standard version of
this view is that if a process is morphologically- or lexigatonditioned, then it is morphological,
not part of the phonology. There are some different versairthis position. Aronoff (1976), for
example, posits a special class of “allomorphy rules”: a&tgprule that “...effects a phonological
change, but which only applies to certain morphemes in tmeddiate environment of certain other
morphemes” (1976:98). The emphasis in this claim is not entyppe of change effected, or on
the locality conditions that regulate the relationshipaAmstn the designated morphemes. Rather, it

That is, there are cases in which simply looking at two forfisand.Z> will not make it clear whether they are
suppletive or not. In such cases, it is only in the context fshed out theory (for example, of allomorphic locality, of
what the phonological component is capable of doing, dtaf)a conclusion could be reached.

2Trubetzkoy (1929) is a standard starting point. A surveyulfsequent work is far beyond the scope of this paper.
Some overviews of the relevant positions can be found initeeature. Kilbury (1976) provides an overview of the
discussion from a “morphophonemic” point of view up to eagnerative theories of the 1960s. Dressler (1985) also
surveys a number of earlier claims in outlining his own vi8ee also Mohanan (1995) and Singh (1996) for perspectives
from Lexical Phonology, as well as the Kiparsky 1996 papscuksed at various points in the paper.



is on the fact that there is “morphological” conditioningthre first place. For ease of reference
below, | will use the cover ternM-Conditioningbelow to refer to alternations in which there is
morphological or lexical conditioning.

In Aronoff's theory, allomorphy rules are still rules; aschu stem allomorphy does not nec-
essarily involve storing the alternants. The primary claivat Aronoff makes is that allomorphy
rules are ordered prior to the rules of the normal phonolbggnother line of work that emerges in
the same period, influenced by comments about storage ie H&I3), two significant departures
from Aronoff’'s view are found. The first is that the definitiaf allomorphy as M-conditioned is
retained, but the rule-based treatment is dispensed witwvor of storage of alternants. This view
characterizes many Lexicalist theories of morphology; Gagstairs-McCarthy (1992) for a lucid
discussion. The second change, often associated withime@al approaches to grammar, is that
M-conditioning is sometimes combined or conflated witbductivity as the key factor in classi-
fying an alternation. The clearest statement of this pmsits the claim that any alternation that is
irregular or unproductive involves memorization of altamts. This position is found in the “dual
system” view of inflectional morphology; see Pinker and E&ii988 and Pinker and Ullman 2002,
which make reference to various lexicalist theories of thegal mentioned immediately above.

Although M-conditioning and productivity-based notioriwegularity are distinct, they are
typically taken together in works arguing for storage oaiaints> While there is much to be
said about how the notion of irregularity does or does notesprond to different definitions of
productivity, my intention here is to put these details te $ide, and concentrate on the core claim
that M-conditioning requires storage. For the purposeshisf paper, any theory that appeals to
storage of stem alternants is referred to atean storagéheory.

At the other extreme from the stem storage program is the thetvstem alternations are part
of the phonology, even if they are not part of the “general*regular” phonology. This requires a
theory in which (certain) phonological rules can make fiee to morphological information: that
is, rules that are triggered only by certain morphemes, daclwapply only to certain morphemes.
| refer to theories with such rules asorphophonologicatheories. The morphophonological view
is advanced in early generative works like Chomsky (1953)leH{1959), and Chomsky and Halle
(1968) (even if these works differ in terminology and somieeotdetails); it is also part of more
recent frameworks like Distributed Morphology, where itassumed that stem changes are the
result of “Readjustment Rules” (see Halle and Marantz 1888bick and Halle 2005).

Before looking at the details of stem storage theories, ston@ments are in order concerning
the claim that all irregular alternations require storafgkarge amount of research is devoted to find-
ing any differences or dissociations between regular amedutar morphology. Works in this vein
typically take any such differences to support the commriatersus storage dichotomy. It bears
repeating, though, that experimental results used to dayuhis dichotomy can be interpreted in a
morphophonological framework as well. Differences betwesgular and irregular morphological
patterns do not necessarily require an analysis with mesaion of irregular alternants. Rather,
differences between irregulars and regulars in some taskiigence that irregulars and regulars
differ in at least one way; it is not necessarily evidenceawvof of either a morphophonological
or stem storage theory (see e.g. Embick and Marantz (20@bYang (2002) for some discussion

3An exception is Kiparsky (1996), who argues that M-Conditigy does not require storage unless it is unproductive.
This theory posits morphophonological rules for “fully prective” M-Conditioned alternations (Kiparsky illustestwith
German Umlaut and English trisyllabic shortening).



along these lines).

Connections with the experimental domain are examinetiduiin section 5 below. In the first
sections of this paper, the primary claim is that the logalitnditions on stem alternation provide
crucial evidence that some form of the morphophonologibabty is correct, even if the exact
boundaries between morphophonology and contextual aleimyaemain obscure in other domains.

2 Allomorphy and Stem Alternation The basic question to begin with is whether stem alterna-
tions should be treated with stored alternants, or with ingpponological rules. According to the
former approach, stem changes are allomorphic, in a teghsénse: they are instancescohtex-
tual allomorphy Thus, the behavior of stems must be considered in the lighigeneral theory of
allomorphy in language.

Contextual allomorphy is found when a single terminal nadealized by distinct exponents, as
in the case of Latin second person singular agreement in@Qtan English plurals, to take another
example, the default plural exponeizatis blocked by-enin the context of certain nouns, likex
This kind of allomorphy is accounted for by positing two #list Vocabulary Items:

2) [pl] < -enbx__
[pl] « /-z/

The first VI spells out [pl] asenwhen the plural node is in the context of the namn(and
perhaps a few other nouns). This VI is more specific than tifeutteV/1 for [pl], which realizes the
[pl] node with the phonological exponeht/. Vocabulary Items compete for insertion, such that the
most specified one that can apply in a particular context Mlihis competition for insertion yields
blocking in the familiar way (see Embick and Marantz 2008).

The two Vis in (2) produce suppletive allomorphy for the [pjde. As emphasized earlier, this
effect is different from what is found with the /s/, /z/, and//realizations of the plural that are
found incat-s dog-s andchurch-esrespectively. In this alternation, there is a single VI aypl.e.,
the one with the /-z/ exponent in (2). The surface alternargsderived from this underlying form
phonologically.

2.1 Conditions on Contextual Allomorphy Contextual allomorphy can occur only under certain
locality conditions (see Carstairs (1987) and subsequent)wAccording to the theory developed
in Embick (2010), allomorphic interactions are constrditey the manner in which Vocabulary
Insertion operates, and by the interactionlinéar and cyclic locality conditions. Three different
conditions are at the center of this theory.

The first of these conditions enforces “inside out” cyclicit

(Al) Insertion proceeds from the inside-out.

Variants on (Al) exist, which differ in terms of e.g. whetloemot the insertion process deletes or
erases features that are mentioned in the Vocabulary itatmigtemployed (see Noyer (1992) and
Bobaljik (2000) for different takes on this). But somethiiige (Al) is assumed in almost all work
in this area.

The ordering on insertion imposed by (Al) has consequermabd types of information that
may be referred to in Vocabulary Insertion. In particularfoilows from (Al) that (i) insertion
at an “inner” node may make reference to an outer node’s noggptiactic features, but not its



phonology, whereas (ii) insertion at an outer node couldrinciple refer to either type of feature
on an inner node.

A second condition on allomorphy advanced in Embick (20%6g(also references cited there)
specifies a linear condition on contextual allomorphy:

(A2) Contextual allomorphy requires concatenation (lineaaeatjcy).

One piece of information that is represented at PF is theatenation of terminal nodes. This
relation is represented with, such that X™Y is read as “the terminal X is immediately left-adjacent
to the terminal Y”; (A2) holds that X may show contextual aflorphy determined by Y only
when X™Y. As a linear relation, concatenation (and therefore cdotd allomorphy) can ignore
intervening syntactic brackets.

A further aspect of the linear condition (A2) is that certaiodes that are motivated in the
syntactico-semantic analysis are ignored for the purpos@iomorphy. These are all nodes that
have no overt phonological exponent. As a working hypothéswill be assumed that the relevant
phonologically null nodes are deleted; some additionalugision concerning the general theory of
“invisibility” of nodes is found in section 5.

Beyond (Al) and (A2), it appears that cyclic domains (phpak® impose constraints on when
nodes may interact for allomorphic purposes:

(A3) Two nodes can see each other for allomorphic purposes oréy Wiey are both active in the
same cycle.

In some cases that respect (Al) and (A2), two nodes canrerasitfor contextual allomorphy
because they are separated by a cyclic boundary (Chomsky28l). For some views on how
such boundaries relate to “word formation” in the typicahse see Embick and Marantz 2008,
Marantz 2007 and the implementation in Embick 2010. Whilagghcyclic locality is essential to
allomorphic interactions, especially those that involeatégory-changing” morphology, the main
arguments of this paper are framed with respect to (Al-2)clude (A3) in this initial overview
because ultimately the study of stem alternations mustitaerccount cyclic domains as well; see
3.1.2 for some further comments.

(Al,2) work together to constrain possible allomorphierattions in a way that is illustrated
in (3), which shows a complex head (3a) and its linearizaf8i):

(3) a. Complex head

Z
/\
Y Z
/\
X Y
/\
RooT X

b. Linearization:y/ROOT-X-Y-Z (=vROOT™ X, X"Y,Y ™ 2)

By (Al), Vocabulary Insertion occurs first &f, then atY’, then atZ. Thus, VI atX could be
sensitive to either morphological or phonological feasuoé the Root, but only to morphological
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features ofY’; similarly, VI at Y could in principle see either phonological or morphosytitac
features ofX but only morphosyntactic features &f and so on. In short, a node may shimmward
sensitivity to either morphosyntactic or phonologicaltéeas, but it may showutwardsensitivity
only to morphosyntactic features, because outer nodestdbyn@Al)) have phonological content.

A further point seen in (3) is that insertion At could only be affected by/RooT or Y. The
reason for this is that only the Root and are concatenated witk(, and, by (A2), contextual
allomorphy requires concatenation.

Implementing stem storage in a theory with Vocabulary ltieeramounts to treating stem al-
ternation as contextual allomorphy. In most of the casesateexamined below, this means allo-
morphy for Roots. Thus, for this aspect of the discussiomtlgside various objections to the idea
that Roots are subject to Late Insertion; see section 5.

As instances of contextual allomorphy, stem alternatidwsuksl be subject to (Al1-2); a clear
conseguence of this is as follows:

(4) CONSEQUENCEL: If an alternation is conditioned by (a) an “outer” nodetsopological
properties, (b) the phonological properties of the wholedyor (c) a non-adjacent element—
i.e., if it behaves in a way that is not compatible with (AL2hen it is not contextual
allomorphy (not suppletive).

That is, any alternation that is triggered by outer phonglognnot be suppletive allomorphy.
Thus, if a particular stem alternation is triggered this yagannot be treated by stem storage.
Relatedly, another consequence of (A1-2) for stems isdsiatb), with reference to suppletion:

(5) CONSEQUENCEZ: If an alternation is suppletive, then it is contextuabalbrphy, and obeys
(A1-3).

For stem alternations, this is a strong claim: all truly dapipe alternations involving stems
must be subject to (A1-3). Thus, there should be no casesutfvard-looking” suppletion that
make reference to phonological features (or aspects of imbewvord’s phonological form).

Consequences 1 and 2 are examined in sections 3 and 4 reshyetti section 3, the emphasis
is on stem alternations that cannot be treated as contettaadorphy, by (A1-2). Section 4 looks at
alternations that are suppletive, but prima facie probtanieom the perspective of (A1l-2) because
of putative outward-looking sensitivity to phonology. Beealternations are shown to be triggered
morphosyntactically, in a way that complies with (A1-2).

2.2 Some general remarks A substantive and quite general assumption that undehispaper
is that there are at leasbmelocality conditions that constrain patterns of stem allophy. The
alternative to this is that stem distribution obeys no ctods on locality whatsoever. If that were
true, then stem distributions could be more or less arbitiidvat is, they could pattern in a ways
that make reference to arbitrary bundles of morphosymtdetitures. There would be no need for
a theory of stem alternations if this turned out to be the .cismy bundle of features (i.e., com-
bination of features that defines a particular “paradigonsitt”) could be referred to in stating the
distribution of stems, the best that could be achieved wbald description of such distributions,
nothing more.

My starting point in this paper assumes that the pessimigie is incorrect. It is important to
note that this assumption is shared by a number of recentsamrlallomorphy. The consensus is



particularly clear with reference to the effects of phoggl@n allomorphy. A crucial argument in
the early parts of this paper is based on the idea that outergbbgical material cannot be referred
to in suppletive allomorphy. This paper takes this effeatddve from the specific details of (A1-2)
above. However, it is important to note that other discussiof contextual allomorphy have also
arrived at the conclusion that outer phonological matexdanot condition suppletive allomorphy;
see, for instance, Paster (2010) and related work.

More generally, a shared conclusion of a number of diffevemtks on allomorphy, including
Carstairs 1987, Bobaljik 2000, Paster 2006, Wolf 2008, amdbiEk 2010, is that there are signifi-
cant generalizations about the constraints on allomorplgcactions (including stem alternations)
that must be accounted for in any theory. | will thus put to sfde the “anything goes” view that
stems can be distributed in a morphosyntactically arlyitnaay.

3 Stem Alternations I: Verb Stem Alternations in Spanish By Consequence 1 above, an alter-
nation that is conditioned by outer phonological propertiannot be contextual allomorphy; it must
be treated morphophonologically. This section examines“twegular” (according to the familiar
dichotomy) alternations in Spanish verbs that are conuitioby outer phonology in the relevant
way.

3.1 Diphthongization The alternation between simple vowels and diphthongs imiSpa re-
ferred to asdiphthongizatior provides a first argument against stem storage. The dit@mnnia
item-specific in the sense that certain verbs with /o/ andtésh vowels alternate (6a), while other
verbs with the same vowels do not undergo the alternatio) {léé present indicative forms of two
verbs are shown in (6¢):

(6) Diphthongization and listedness

a. Diphthongizationpensarthink’, poder‘be able to’,tender‘hang’, sentar'sit’
b. No Diphthongizationtensar‘tauten’, poner‘put’, podar,‘prune’ rentar ‘yield, rent’
c. Present Indicative forms f@ensarandtensar

p/n pensar tensar
1s pienso tenso
2s  piensas tensas
3s piensa tensa

1p pensamos tensamos
2p pensais tensais
3p piensan tensan

The fact that diphthongization is not found in all verbs wi# and /o/ vowels in the Root
generates the tension between morphophonological andssteage analyses; arguments in favor of
each are well-attested in the literature. Harris (1969)irfstance, argues for a morphophonological
analysis, whereas Hooper (1976) argues for stem storagh.dE¢hese positions has been advanced
in later work as welP

“The alternation typically involves #de/ and /e-ue/. According to the standard description, there are a fenbsy
with underlying /i/ that alternate, such adquirir ‘acquire’, and maybe one verb with stem /u/ that diphthoagjifugar
‘to play’).

5Subsequent work argues that an apparent lack of prodyciivitiphthongization supports the storage view; see the
discussion in Albright et al. (2000). Brovetto and Ullma®@8) classify diphthongizing verbs as irregular in a typica



3.1.1 The Distribution of Alternantsin the framework of section 2, treating diphthongization as
competition between stored stems requires an analysisstégth allomorphgensandpiensof the
Rootv/PENS. A provisional analysis with competing stems is shown iniere ENV, and ENV,

are abbreviations for the hypothetical contextual spetifins conditioning insertion gfensand
piensrespectively:

(7) VPENS<« peng_ENV;
v PENS « pieng_ENV,

Vocabulary Items like those in (7) are available in any tigabat allows late insertion for Roots;
see section 5 for extensive discussion. The crucial aspéé) & what determines whether one or
the other VI is used; i.e., what must be specified in the ENVarder for the correct distribution
of stems to be derived. When the full distribution of altenisais considered, it is clear that the
alternation is conditioned by stress. As can be seen in (@) diphthong occurs when the stem
vowel is stressed, and otherwise the simple vowel is fouddéparts from orthographic practice
by marking the stress in all forms):

(8) Forms ofpensar'to think’

1s 2s 3s 1p 2p 3p
pr.ind. piénso piénsas piénsa  pensamos pensais sgmén
pr. subj. piénse  piénses  piénse pensémos penséis nsepié
pret. pensé pensaste penso pensamos pensastéisargoens”
impf. pensaba pensabas pensaba pensabamos pensgesisaban

Although only four tenses are shown in (8), the pattern atingrto which the diphthong occurs
under stress is genef&l.

The fact that stress determines the distribution of altargadiphthongs in this way is well
known. But this fact has direct consequences for the commanf stem storage and morphophono-
logical theories. Sensitivity to stress along the linesseg(8) requires information about stress
placement that is not available when insertion at the Rodertakes place. Thus, by (Al-2), the
contextual factor determining which stem alternant app&anot something that can be referred in
the ENVs in (7). More concretely, the verb forms shown in (@) @alizations of the complex head
structure (9), which consists ofiehead, a TH(eme) node, a Tense node, and an AGR(eement) node
(Oltra-Massuet 1999, Oltra-Massuet and Arregi 2005):

(9) Verbal structure

“dual system” dichotomy. Rodriguez-Fornells et al (200@hadude that diphthongized and undiphthongized stems are
separate lexical entries, on the basis of a repetition pgnexperiment. Linares et al. (2006) also seem to suggesst tha
these stem alternants are stored.

®There is a set of prima facie exceptions in which an altengadiphthong is found without being stressed on the sur-
face. This is found with evaluative morphology like dimiives; e.gviéjo ‘old (person)’, cpvejéz‘age’; but diminutive
viej-it-o‘old (person)-DIM’ (see discussion and references in Helllal. (1991)). It appears, however, that this exception-
ality is part of a larger generalization about the statuseftéin types of) diminutives; see Bachrach and Wagnerg00
for a morphophonological treatment of some related phenanire Brazilian Portuguese, and for additional discussion
of the syntax of such morphemes Wiltschko and Steriopol@72@nd de Belder et al. (2009). See also the outline of
category-changing derivations later in the text.
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The choice betweepens-versuspiens-at the Root node requires reference to the position of
stress in the entire word, which in turn requires insertioth@ outer nodesy( TH, T, AGR). This is
not possible by (Al). In addition to this, there is no senseliich the choice would be determined
by the properties of a morpheme concatenated with the Reogcaired by (A2).

The argument developed to this point relies on the idea ipatltbngization is phonologically-
determined. For this reason, it is worth considering anrsdtiive that employs the Vls in (7), but
with the alternation triggered by morphosyntactic feaguret phonology. As noted earlier, nothing
in (Al,2) prevents outward-looking stem allomorphy in gijie, as long as it is conditioned by
morphosyntactic features on local nodes.

If diphthongization could be treated morphosyntacticallywould not provide an argument
against stem storage. There is, however, little motivatiom morphological treatment. Given only
the present tense verb forms in (8), the non-diphthongized form could be restricted to first and
second person plural; but how the distribution of alteradmthe rest of the system would be stated
is not obvious. Furthermore, an analysis with morpholdgiceditioning fails to account for the
broader generalization that alternating diphthongs oaader stress elsewhere in the language (in
nouns, adjectives, etc.):

(10) vigo ‘old’, vejéz ‘age’
niéve ‘snow’, nevao ‘snowy’
miél ‘honey’, meléso ‘like honey’
Venezuéa ‘Venezuela’', Venezano ‘Venezuelan’

The fact that the same phonological factor regulates tieeration in verbs, nouns, and adjectives
points to the same conclusion: this alternation is phoricldly determined.

3.1.2 Representing alternating diphthongBifferent types of (morpho)phonological analyses of
diphthongization could be given in the framework developetk. One factor that complicates the
analysis of diphthongization is that, in addition to theegnlg non-alternating simple vowels (recall
that e.gtensardoes not diphthongize, whijgensardoes), there are also non-alternating diphthongs
in the language: e.dreclénto’l frequent’, frecuend ‘he frequentedyViéna‘Vienna’, vierés‘Vien-
nese’ (Harris 1985:32). Thus, the Roots and morphemes that &lternating vowels have to be
distinguished from the Roots and morphemes that do not.

Harris (1985) represents alternating diphthongs as phgiaally special, with two timing slots,
only the first of which is linked to a vowel.. In this analysiie empty position is associated with a
vowel when it is in the rime of a stressed syllable, yieldingj@hthong; if this association does not
occur, a simple vowel surfaces (see also Inkelas et al. 1997)
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A theory that has morphophonological rules— i.e., phonoligules that apply to some mor-
phemes, and not others— makes other options available.chn @&uheory, alternating diphthongs
can be represented in a way that is unexceptional phonalbgidhe alternating morphemes can
be lexically specified to undergo diphthongization (or nyambongization, if it is assumed that
the diphthong is underlying). This analysis essentialljkesause of morphological diacritics, or
their equivalent. The difference between the phonolobjiesgiecial and morphological diacritic ap-
proaches boils down to the debate between phonologicapggoality (or prespecification) versus
morpheme-specific phonology (morphological or lexicakdiis on rules); see Gouskova (2009)
for a recent discussion.

It appears that both the phonological or the morphologicallysis are compatible with my
assumptions from section 2; seeing how this works leadsrtesather points of interest as well.

As discussed by Halle et al. (1991) and others, in terms okarthwith cyclic versus non-
cyclic phonological rules, diphthongization is part of tien-cyclic phonology (Harris 1989 argues
for this point against Halle and Vergnaud’s (1987) cyclialgais of the rule). In terms of the model
assumed here, one way to implement this is by saying thatiteésy that result in diphthongization
apply in a phonological cycle that applies when the bound#ithe entire word is reached; that is,
the M-Word boundary, in the sense of Embick and Noyer 200E&rdine complex head.

In addition to this specific point about diphthongizatiorplging in the non-cyclic phonology,
some further assumptions about cyclic domains for morpboplogy are required. In terms of the
fleshed out version of (A3) of section 2 (see Embick 2010) vimbs that have been examined to
this point, which have the structure in (9), are containethiwione cyclic domain. In other words,
there is no “Bracket Erasure” (or equivalent) within (9);aamesult, the Root morpheme still exists
as a morphological object, and can be referred to as suchy thikemorphophonology reaches the
outermost morpheme in (9). As a result, when the stress iartiee word is calculated, it is known
whether e.g./PENS or v/ TENS is present, and whether or not there is stress on the pdtgntia
alternating vowel. Thus, a diphthongization rule that hasghological conditioning could apply at
that stage, and produce the correct results.

Assuming that alternating diphthongs are represented asopbgically special, in the Harris
(1985) etc. sense, would also work. Again, all of the morpbein (9) are in one cyclic domain.
Thus, the phonological representation of the Root, whichtiva timing slots according to the view
being entertained, is capable of being realized as a diphtifdt bears stress, even if the position
of that stress is determined by the phonology of outer morngse

3.1.3 Cyclic Domains While both the morphological and phonological theoriesldauork for
the verb forms under consideration, it is possible thaktlage other phenomena in which they make
different predictions. One conceivable source of infoiorats in derivations that involve multiple
phase-cyclic domains: cases of category-changing maogikiofor example. In the case of Spanish
diphthongization, however, it does not appear to be the tastecategory-changing derivations
can decide between the morphological and phonologicatntierats. At the same time, there are
some important points about the cyclic aspect of the the@&B) that can be illustrated with such
examples.

A relevant form igpensadoy ‘thinker’, which contains the roof/ PENS. This form shows stress
on the final syllable, and a simple vowel (not a diphthong)ha Root. On the assumption that
pensadoiis a deverbal noun, with bothandn heads, it has the structure (11):
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(11) pensador

(% n

/\
VPENS v

The important fact about this form is that there is no diphtfipation: *piensador That is,
even though there are two cyclic domains in this word (assediwith thev and then, both cyclic
heads), the Root does not get diphthongized. Because catglganging forms are important for
understanding how phonology interacts with phase-cydiivetion, some additional comments on
(11) are in ordef.

For forms likepensadoy the absence of diphthongization is expected in the cylotiotty based
on (A3), as long as diphthongization applies non-cyclicalle., at the M-word boundary, along
the lines discussed above. The reason that the diphthongt feund is as follows. According to
the theory of Embick (2010), category-defining heads tikandv are cyclic. When such heads
are merged, cyclic domains in their complement are spellgdio (11), this means that when the
n is merged, the cyclic domain in the complementnofs spelled out: this consists of the Root
v PENs and the head. When the Root and are spelled out, they are linearized, and they undergo
Vocabulary Insertion. In terms of phonological cyclessipossible that phonological rules apply to
this object as well, although in the case at hand, there ividerce for such an inner phonological
cycle.

Non-cyclic rules like diphthongization do not apply to tHgext [/ PENS v], where there is no
M-Word boundary. So, if there are cyclic stress rules that@la stress mark on the stem syllable
of v/ PENS, the formpiensis not created in this inner cycle, because diphthongiradjoplies only
when the entire M-Word is processed. At that stage, when dnecgiclic phonology is computed,
there is no stress on the Root; rather, stress isdon so there is no diphthongization. In short,
*piensadoris not found because (i) in the inner cycle (where there miogghstress on the Root,
if stress is assigned cyclically), there is no diphthontigraprocess; while (ii) in the outer cycle
(non-cyclic, M-word level) there is no stress on the Root.

As noted earlier, there is something further to be said atwwtthere appears to be a “cyclic”
effect in diminutives likeviej-it-o ‘old (one)-DIM’, which show diphthongized stems even thbug
surface stress occurs on a later syllable. | assume withrBelsland Wagner (2006) and others (see
e.g. Newell (2008)) that this effect results from the sytitastatus of diminutive morphemes. Ac-
cording to their approach, the diminutive morpheme is ajdj in a way that is related to certain
effects found in compounding. The intuition is that an objegolved in adjunction can undergo
word level phonology prior to adjunction (or, at a minimuns, iithe adjoined piece were not
present). In e.guviej-it-0, this would mean thatiej-o undergoes M-Word level phonology when the
diminutive morpheme is not present; subsequent to the diimegrmorpheme being added (and re-
alized asit-), stress rules remove the stress from the stem syllabligjiygean unstressed diphthong

"Some points about cyclic domains and diphthongizationaised by Bermudez-Otero (2010). That paper reiterates
important questions from Harris 1989 about the status dfcgtress assignment in Spanish, a topic that warrant§utare
study on its own. Bermidez-Otero takes the absence oftiplgization in forms likgpensadorto be problematic for a
theory with cyclic domains as in (A3). However, the argumisriiased on a number of his own assumptions about how
phonology might work in a theory like that developed herspagptions that, for the most part, | do not share.
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in the surface form.

The details of the adjunction analysis are important, arghtréhed some light on the phono-
logical versus morphological approach to diphthongizatihile the analysis of such effects goes
beyond the range of my argument in this paper, it appeardhbatverall (structural) approach to
diphthongs in “unexpected” places appears quite promigtog one, it connects with the behav-
ior of diminutive and related morphemes cross-linguidifc@ecall footnote 6). Another reason to
think that this approach is on the right track is internal pash. In compounding, the alternating
diphthongs are also found without surface stress. So, fameie, the Rootontar ‘tell’ appears as
the first element of the compourdenta-céntos'story-telling’. The alternating diphthong appears
in the first position, even though the (main) stress of thelesbompound appears on the second
element. It appears that each member of the compound shewsshlts of having undergone M-
Word level phonology (see Harris 1989; thanks to AndrésSarabringing the compounds to my
attention).

3.1.4 Final Remarks The verb forms analyzed in this section illustrate a digtidn of stem al-
ternants that is determined by the (morpho)phonology, buthre “regular” phonology. It requires
an analysis in which the Root has a single underlying reptaten, one that produces either a
simple vowel or a diphthong when subjected to (morpho)plumical rules. Employing stored al-
ternants from memory (distinct VIs) does not work, becauss san analysis is impossible given
the locality conditions (A1-2) that apply to contextualoatiorphy.

As far as | can tell, this conclusion holds for either the pilogical (two timing slots) or mor-
phological (diacritic) analysis of alternating vowels iither case, the alternation is still irregular in
the way that is typically used to motivate stem storage. Shontleer points along these lines might
be worth investigating in a broader study of phonologicaleptionality. For example, it could be
argued that if alternating diphthongs are part of the regat@nology, then diphthongization is not
related to lexical listing, i.e., it is not “irregular”. Thierce of this objection relies on a number
of other points: first, whether the phonological analysibatter than the one with morphological
diacritics; second, whether exceptional phonologicatesgntations are irregular in the same way
that unpredictable morphological information is; and so on

In order to broaden the empirical base of the arguments &boality and stems, the next section
looks at another alternation in Spanish verbs that is triggyey outer phonological properties.

3.2 “Raising” verbs in the-ir Conjugation Spanish verbs of conjugation Il (th& conjuga-
tion) show an alternation that is often referred toraising; in diachronic terms, this is because
it involves the raising of mid vowels. The raising phenomeimseen in the verpedir ‘to ask’,
which has 1s presempid-o, with stem /i/, but 1pl presemedimoswith stem /e/. Almost all of the
verbs of Conjugation Il that show an /e/ vowel in the infivitialternate with /i/ in this wa§.There
are a few exceptions; e.ggredir ‘attack’, transgredir ‘transgress’ sumergir'submerge’ are listed
in Malkiel 1966:472; Harris 1969:115 listfivergir ‘diverge’ andconcernir‘concern’ as well. As
will be shown below, the alternation is better viewed as #silt of a lowering or dissimilation rule
in the synchronic grammar, as originally proposed by H4a#69); for consistency of reference,
however, | retain the termaising verbsfor this class.

There is no rule of the normal phonology that would raise defi/t® In the other direction—

8In addition to the /el/i/ alternation, there are a few verbs in which /o/ altersatéh /u/ in the same way; see below.
®Historically there are rules of metaphony that do this; sgeMalkiel 1966. There are also some verbs that show a
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that is, assuming a stem /i/- there is a distributional natitivm for a (lexically-specified) rule that

lowers /il to /e/; see below. The irregularity of the phomgital process (along with the fact that the

alternation is restricted to verbs of conjugation 1ll) hed to various storage-based analy$eas

in the case of diphthongization, little attention has beewoted to the factors that determine the

distribution of the different stem alternants; an importaxception is Harris 1969 (see below).
The distributional question is highlighted when additioteamse/mood forms of the raising verb

pedir are considered:

(12) Forms ofpedir‘to ask’

1s 2s 3s 1p 2p 3p
pr. ind. pido pides pide pedimos pedis piden
pr. subj. pida pidas pida pidamos pichis pidan

pret. pedi pediste pidi6 pedimos pedisteis pidieron
impf. pedia pedias pedia pediamos pediais pedian
impf. subj. pidiera pidieras pidiera pidiéramos pidierais pidieran
fut pedirée  pediras pedira pediremos  pediréis  pediran
cond pediria pedirias pediria pediriamos pediriaisediipan

All of the verbs in the raising class alternate in exactlygshme way apedir, with one further com-
plication. A subset of the raising verbs also show diphtlzatgon. With verbs of this latter type,
diphthongs appear in exactly the expected forms (i.e. gtidsere the stem vowel is stressétl).

The generalization governing the distributionpgfdandpid in (12) does not appear to be mor-
phosyntactic: there is no coherent set of tense, mood, sop&rumber features that could be re-
ferred to in conditioning one of the alternants. If the digttion of the alternants likpedandpid
had to be stated in a way that did not refer to the phonologypttly conceivable treatment would
be one in which the environments taking each stem form arplgiemumerated:

(13) pidappears in
a. first, second, third singular, and third plural presedicatives;
b. all the present subjunctives;

c. all the imperfect subjunctives;

d. 3sand 3p preterites.

raising of the stem vowel in the preterite, sucthaser'make’, with 1s preteritdice This process is restricted to a small
set of verbs in this tense.

Harris (1969:115) treats the alternation with a “minor tuteat is lexically restricted. Linares et al (2006) use the
exceptions of the kind noted in the text as evidence for tfegidar nature of the alternation, in spite of the fact that
there are very few verbs with unchanging stem /e/ in conjagdtl. This conclusion is augmented by results from a
productivity task: they report that novel /e/ stem verbsspreed in the infinitive were not reproduced with /i/ stems in
first person singular forms.

For a developmental angle on these verbs that makes spef¢éiemce to vowel change iit verbs, see Mayol (2007)
with reference to the dual system approach of Clahsen €2G02].

1 Thus mentir ‘lie’ has three different stem forms, as seen in e.g. 1s mtdie mientg 1p indicativementimos 1p
subjunctivemintamos Whether or not a verb shows diphthongization in additionaising is something that evidently
must be listed, as noted in the discussion of diphthonginatbove.
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As discussed in section 2, an approach with the ability toargich statements— i.e., with refer-
ence to any possible combination of features that definetacplar paradigmatic “cell’- amounts
to little more than a reiteration of the facts. If the centradsis of this paper is correct, there are
in fact sharp constraints on the factors that can condittemsalternations; and the existence of
any such constraints is incompatible with a view that simplytestan which paradigmatic slots a
particular stem alternant is found.

The distribution in (13) suggests that raising is not deteeah by morphosyntactic features.
There is, however, ahonologicalgeneralization about the distribution of stem alternantéLp).
As argued by Harris (1969), the mid vowel in conjugation Btls appears only when the following
syllable contains a stressed /i/ vowel. According to thewyithe alternation is not the result of
raising an underlying mid vowel; rather, it is the Dissirtida of a high vowel (i.e., a lowering
process):

(14) Dissimilation: i—e/_(C)i

Implementing thdissimilationanalysis involves a few additional complexities. One rdgdine
conditioning by stressed /i/. Something has to be said abetfuture and conditional forms, where
the mid vowel /e/ surfaces, even though the following sylatontains an /i/ that is not stressed in
the surface form; for example, the first singular futur@edir surfaces apedirg, not*pidir & There
are some different ways in which this effect can be hantfted.

An additional question is which verbs show the alternatiothe first place. The standard view,
with underlying /e/ and raising, holds that ailt-verbs with mid vowels undergo the alternation,
minus a few exceptions. If the Dissimilation approach igedt, though, the /i/f must be underlying.
The verbs that undergo theAlife/ alternation then have to be distinguished from otireverbs
that show a non-alternating /i/, suchsir ‘live’ and escribir ‘write’; the simplest way of doing
this is by marking the Roots that undergo the Dissimilatiole diacritically (or by restricting the
rule to conjugation Il verbs, and marking the non-undergaes exceptions). That is, in the same
way that the analysis with underlying /e/ has some excegtithre analysis with underlying /i/ and
Dissimilation must make use of Root-specific informattén.

Overall, the observations about the raising verbs reieftite conclusions drawn on the basis of
Diphthongization. The distribution of stem alternants slnet behave like contextual allomorphy:
reference is required to phonological properties of matéhat is outside of the position of the
Root, in a way that is incompatible with (A1,2). A morphopbtagical analysis of the change is

2Historically the future and conditional derived from formbauxiliary haveaffixed to the infinitive. Even within
the historical period, the infinitive filavecomponents can be seen to be less closely combined morpialpbaally
than other verbs are; clitics could intervene between teegs, as discussed in Fontana (1993). Along these linessHar
(1985, 1987) treats future and conditional forms as coirtgitwo phonological domains (created by word level affizati
in the framework he assumes). Oltra-Massuet and ArregigR@h the other hand, treat such forms with a single cyclic
domain. The dissimilation analysis of the-&/ alternation appears to fit better with the Harris-stylalysis. However,
alternatives to the cyclic analysis, such as making theitiiinmorpheme inherently stressed, are conceivable.

An important topic for further research is how the Roots sfaiw the raising alternation behave in cross-categorial
derivations (cp. the discussion of diphthongization in3.1

Byverbs in the-ir conjugation showed dissimilation historically, so that@rding to a standard view, those with etymo-
logical /il in the Root came to show /e/ (something similgsens with /o/ and /u/ iAr verbs); see Penny (2002:188,235).
It is hypothesized that the retention of Root /iéscribir, vivir etc. is the result of awareness of the Latin origin of these
verbs; see Penny 2002:235., as well as Malkiel (1966).
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therefore required. Based on the pattern of stem alterntimgsis an analysis in which the high
vowel is taken as underlyintf.

3.3 Summary The alternations examined in 3.1 and 3.2 are (i) “item spEcifie., not part of the
general phonology; at the same time, they (ii) neverthelesst behave like contextual allomorphy,
in the sense that they do not respect (Al-2). Alternatiorth Wiese properties must be treated
morphophonologically, with distinct surface forms dedvfeom a single underlying representation
that is changed by (morpho)phonological rules.

A possible response to this argument is that Roots are singilgubject to the same contextual
conditions on insertion that other morphemes (i.e., fumati morphemes) are subject to. The upshot
of this objection is that stem insertion (i.e., Vocabulamgdrtion for Roots) is subject to different
locality conditions from insertion at functional headsidlis a weak position. All other things being
equal, the conditions under which the shape of a morphembecafiected by material in its context
should be unifornt?

The analyses of this section provide arguments in favor obgphrophonological treatment of
certain types of stem alternation. A number of additionagjions about such alternations, concern-
ing the status of cyclic structure in particular, remain ¢odoldressed. Given that morphophonolog-
ical processes must, in the typical case, make referenbe idéntity of specific morphemes (often
Roots in the case of stem alternation), an important quesitiow cyclic structure might restrict
reference to specific morphemes. The general theory assoenedfrom Embick (2010), holds that
morphophonological rules that make reference to specifiph@mes (i.e., Readjustment Rules) are
constrained by cyclic domains in the same way as contextissharphy; this is theReadjustment
Activity Hypothesi®f Embick 2010. It is important to note that cyclic activigfers to visibilityqua
morphemeWhen objects interact across cyclic domain boundariesjrther ones are not visible
as morphemes; but they do have phonological represergatiancan be referred to by subsequent
processes.

While a detailed study of stem alternations in cross-catafjderivation remains to be under-
taken, (A3) (as stated in the Readjustment Activity Hypsiblemakes clear predictions that must
be tested in future work.

4 Stem Alternations Il: Outward-looking Suppletion By (A1,2), all alternations that are sup-
pletive are contextual allomorphy, and thus are conditiohg contextual factors in a way that
conforms with (A1-2). The most familiar kind of stem supjmetis found with highly frequent
items, along the lines dfe, go in English. This can be treated as contextual allomorphth the

A point worth investigating further concerns the verbs withinfinitives, likedormir ‘sleep’ andmorir ‘die’, which
are in the raising class (and show diphthongization as wit high vowel should be underlying with these verbs, given
that the distribution of /u/ and /o/ parallels that of /e/ diféh the pedir-type verbs. There are many verbs with stem /u/
in conjugation Il that do not alternate with stem /olmplir ‘celebrate’,pulir ‘polish’, sufrir ‘suffer’, and so on. This
means that— unlike in theedir type— the Roots that actually do alternate are the excepiimrthe norm. A related point
is that experimental studies of such verbs (e.g. Allen andeBker 1999, Badecker and Allen 2002) have based their
reasoning on the idea that e.g. stem /o/ is underlyinghanir. Some steps must be taken to see if the results of these
experiments can be reconciled with the dissimilation agialy

BThere are, of course, arguments in the literature to theteffat stem changing does not behave like piece-based
affixation. However, these have to do with blocking (see ¢lalhd Marantz 1993 with reference to Anderson 1992).
Embick and Halle 2005 add some additional points about theremce of Readjustment Rules; see in this connection
Carstairs 1987, which argues on paradigmatic/distribaiigrounds that stem allomorphy is not the same as pie@dbas
affixation.
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suppletive elements treated as light verbs (varieties),afo that, for example, the vedw realizes
vg- Whenu,, is combined with the past tense morpheme T[past], a supplatiernant that makes
reference to the adjacent T[past] morpheme is employed:

(15) vy < went/_"T[past]

Vgo <= 9O

Although the phonological shape @f is determined by an outer node, this sensitivity is competib
with (Al1-2), asv,, and the T[past] node are adjacent when Vocabulary Insetidies place.

While the existence of outward-looking allomorphy for ftinnal morphemes appears to be
relatively uncontroversial, the same is not true for Rootphemes. According to some theories,
such nodes are not subject to Vocabulary Insertion, and ¢ansot show suppletive allomorphy
(cf. one version of Embick 2000 and subsequent work); adegrib some other approaches, e.g.
Marantz (1995), insertion at Root nodes is possible, buplstion for Roots is not. For the pur-
poses of this section, | concentrate on the realization n€tfanal morphemes. A more detailed
examination of Roots and insertion is undertaken in se&ion

4.1 Some Sensitivities in Suppletion in ItalianBy (A1-2), an inner node cannot have its allo-
morphy determined by the phonological properties of anraubele (or of the whole word); this is
Consequence 2 of section 2. There are some suppletiveatltars that are claimed to be sensitive
to outer phonology in this way; and some care must be takerddfghese can be analyzed in a
way that complies with (A1-2).

Carstairs (1988,1990) follows traditional discussiondtalian in presenting the suppletion of
andare‘go’ as conditioned by the surface phonology. Descriptivéte facts show that the stem
is va(d) when under stress, arahd otherwise. The same type of pattern is found with the mor-
pheme-isc-that occurs with many (but not alire (Conjugation Ill) verbs likdinire ‘to finish’; this
“augment” appears when the stress does not fall on the agraesuffix:

(16) Present forms dfnire andandare

finire andare
p/n pr.ind. pr. subj. pr.ind.  pr. subj.
1s fin-isc-0 fin-isc-a vado vada
2s  fin-isc-i fin-isc-a vai vada
3s fin-isc-e fin-isc-a va vada
1p fin-iamo fin-iamo andiamo andiamo
2p fin-ite fin-iate andate andiate

3p fin-isc-ono fin-isc-ano vanno vadano

Following Carstairs’ discussion, the relevance of thestsftor theories of allomorphy has been
noted elsewhere (see e.g Kiparsky (1996), Burzio (1998),Raster (2006,2009), among others).
If the choice of suppletivera(d) versusand and the choice betweeiir and -isc- truly required
reference to the placement of stress in the entire word, ttiierwould be a counterexample to the
theory based on (A1-2). It is therefore necessary to shotithiegpatterns in (16) can be analyzed in
a way that complies with (A1-2), and, of course, that no digaint generalizations are missed by a
such an analysis.
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A starting point for the analysis of (16) is the observatibattwhile stresgorrelateswith the
patterns in (16), this correlation does not necessarilymtlat it causeshe relevant alternation.
The idea that allomorph selection makes direct referencaitjout phonology constitutes a further
claim (made, for instance, by Burzio (1998) and in relatedkly@nd what is at issue is whether the
predictions made by a theory of this type are correct.

In order to approach these predictions, it is necessantdirginsider the general properties of a
theory in which surface phonology can drive allomorph d@ecIn such a theory, the effects in (16)
can be analyzed with competition between words. Schentigitigend adapting Burzio (1998) and
references cited there), the grammar creates #otlhoandvad-oas candidates for ‘1s of go’, such
that further (quasi-phonological) constraints (evadis always stresse@ndis always unstressed,
-isc- is always stressed, etc.) then select the appropriate véinkarious constraints along these
lines could be employed.

A competition-based analysis along these lines is easyrtodiize in many versions of Op-
timality Theory. However, there are serious doubts as tothdrea theory that allows potentially
“global” interactions between morphology and phonologythis way is sufficiently constrained
(see Embick 2010, also Paster (2006,2009), and Wolf (2008)see how these general concerns
apply to the particular case at hand, it must be asked if tisemay evidencéeyond the stress pat-
tern in (16) itselffor a globalist analysis in which output phonology (i.eesB) drives allomorph
selection.

There are in principle some different ways in which the delesmce of allomorphy on stress
could be demonstrated. The most obvious ones involve wiitress away from the “normal”
place, i.e., away from the places where it surfaces in (18jréss really drives the alternation, then
there should be a change of allomorphs whenever stress isdraiomorphic vacillationin the
terminology of Embick (2010). One conceivable way of doihg twould be with affixation of a
particular type. If, for instance, there were a prefix— el that always attracted stress, then the
phonology-driven theory would predict e.g. do, but DEando There are no prefixes like this
in Italian, howevet® Another phenomenon of potential interest, one that is léstty relevant
because it goes beyond the confines of Standard Italiang @eukeen in Italian dialects that shift
stress when enclitics attach to the verb (see Loporcardj2td references cited there). As far as
I know, though, there are no reported cases of the stregscehiflitioning an allomorphic change.

Italian evidently offers no way of testing the predictionatfomorphic vacillation This failure
is evidently not an isolated one; as discussed in EmbickQRGhere is a more general problem
with this prediction: in all cases where vacillation is gaded by an account which derives inner
allomorphy based on outer phonological properties, no sachilation is found. From this more
general point of view, then, it is unsurprising that there a0 indications that surface stress drives
the alternations in (16). The general conclusion is thatahg outer phonology to drive allomorph
selection is problematic, and that the distributions in) (st be conditioned by determined by
local morphosyntactic features.

A morphological analysis of (16) begins with additionalrferthat go beyond the present tenses.
With andare‘go’, the forms shown in (16) might make it look likeendappears in a coherent envi-
ronment, viz. first and second person plural. This is not galyghe case, thouglgndalso appears

1850mething along these lines is touched on in Kiparsky (IZ®6citing comments by Dressler in a discussion, with
reference tandirivieni ‘coming and going’, where secondary stress appeam@nohThis case might not be probative,
though, since it might not involve the same morpheme.
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in the non-finite forms (gerundndandg participleandatq, as well as in a number of finite tenses:

(17) Forms ofandare

p/n pr.ind. pr.subj. impf. pret. fut.

1s vado vada andavo andai andro
2s vai vada andavi andasti andrai
3s va vada andava ando andra

1p andiamo andiamo andavamo andamo  andremo
2p andate andiate  andavate  andaste andrete
3p vanno vadano andavano andarono andranno

Thus, it is not the case thandis special; in fact, the only place wheva(d) appears is in the
present tense, whether indicative or subjunctive (and peratives). Based on this distribution, the
andexponent ofv,, is clearly the default, anda(d)is the more highly-specified allomorph. Exactly
the same distribution is found withisc-; it only appears in thdinire-class verbs in the present
indicative and subjunctive (imperative too), with the refsthe forms showingi-.

There are two components to the analysis of these patteinss. v&a(d) is a special allomorph
of vy, that is conditioned by the present tense headl is the default pronunciation of this head.
Second, the first and second plural forms in the present &se a neutralization, in that they do
not show the “special” present allomorph. Rather, the defaufaces in these contexts.

For the first component, the special allomorpiagd) and-isc- are specified with a contextual
condition that refers to the T[pres] node, as in (18); in {1&il] is the morpheme that underlies
the themesi- and-isc-, and the LIST referred to contains the verbs likgre that show-isc-1’

(18) a. vy <> va(d)._"T[pres]
Ugo <> and
b. v[lll] < -isc-/LIST__T[pres]
c. v[lll] < -i-

For the first and second person plural forms in the presesetefindicative and subjunctive), it
is the unmarked formandand-i- that appear. This suggests a treatment in ternimpbverishment
rule, as in Bonet (1991), Noyer (1992,1998), and relateckwbine rule deletes the T[pres] node in
first and second person plurals (the feature [+part], faigipants, is shared by 1st and 2nd person):

(19) ImpoverishmentT[pres]—@/ [+part,+pl]

Impoverishment rules apply early in the PF branch (and dorespect adjacency; according to
Halle and Marantz 1993 and more recent discussion by Mardrtiey apply before the Vocabulary
Insertion process begins, so that whgyandu[lll] are spelled out in first and second person plural
forms, they cannot have their allomorphy conditioned byr&§ since that node is deleted by (19).
As a result, the default Vis apply.

As an illustration, in the derivation of first person singuladg the syntax produces (20):

"The VI for -isc-refers to concatenated elements both to the left and togheaf the morpheme undergoing insertion.
This might not be necessary in some alternatives to (18), Wil not dwell on this issue here.
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(20) Syntactic structure farado

_~__ AGRIls]

Vg T[pres]

Vocabulary Insertion insertgad for v,, because,, is concatenated with T[pres], and the first
Vl1in (18a) applies. The present tense node itself is null, Eagreement spelled out-as

In the case of first person plurahdiamg the output of the syntax is identical to (20), with 1pl
instead of 1s features on AGR:

(21) Syntactic structure fandiamo

_~__ AGRILp]

Vg T[pres]

In the case of (21), though, the Impoverishment rule (19)ieppdeleting the T[pres] node
to yield [vy,, AGR[1pl]]. When Vocabulary Insertion applies tg,, this node is not adjacent to
T[pres], since the latter node is deleted. Tharg]is inserted. The same analysis extends to-ithe
~-isc- alternation in verbs likdinire. In first and second person plurals the T[pres] node is dilete
preventing the insertion of thésc- allomorph ofu[lll]. 18

The analysis is thus able to account for the outward-lookungpletion in a way that does not
make reference to phonology. Rather, the allomorphy in gatiern is conditioned by morphosyn-
tactic features that are adjacent to the node that altesimaferm°

4.2 Summary The patterns of alternation betweea(d)~andand-isc~-i- in Italian, described
as showing outward-looking phonological sensitivity, tentreated straightforwardly as a case of
morphosyntactically-conditioned allomorphy. As sucleythre not problematic for the theory based
on (Al-2).

The analysis of the Italian verbal forms provides some ingmirpoints of comparison with
the behavior of the Spanish verbs examined in section 3. Aedrihere, the analysis of Spanish
diphthongization as a phonologically-triggered procetssviith the behavior of alternating diph-
thongs throughout the language; and a morphological asabjghe alternation would miss this
generalization. On the other hand, there is no motivatiomfanywhere else in the grammar of
Italian for maintaining a phonological trigger for the altations in (16). That is, there are no other

8The same T[pres] deletion rule applies in the present sobijie in this case, though, the [subj] feature is still
present. The presence of [subj] is important, because #rerdifferences in how present indicative and subjunctete g
spelled out.

1%An interesting point from the perspective of this prediatis provided by the Livinallongo dialect (Veneto region),
analyzed by Calabrese (2003), who cites work by Beninca.vEnbeste'be’ shows person/number conditioned supple-
tion in the present tense, showing e.ge8and 2plsei This dialect also shows person/number conditioned stipple
the Imperfect, though, where the tense head is realized. @hus, there is 2eve and 2plseive Importantly, while there
is person/number based suppletion in the imperfect forheset are forms in which the agreement morphemes occur
to theleft of the imperfect tense morpheme That is, inseive the -ei to the left of imperfectivev is an agreement
morpheme. Although, as discussed by Calabrese, there armben of analytical challenges posed by (i) patterns of
syncretism in these forms, and (ii) the apparent “multiplpamence”, the overall pattern is suggestive.
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morphemes showing a stress-triggered alternation beteregandva(d) or -i and-isc-; and there
is little reason to think of the alternation as phonologicathe first place (at least, in the case of
va(d)andand which do not share segmental material). There is thus nepiadent evidence that
would suggest that the alternations in (16) are triggeramhplogically in the synchronic grammar
of Italian, a conclusion that has also emerged in other Work.

The analysis of the Italian forms in (16) stands in for theegahclaim that reference to outer
phonological material appears to be universally disaltbweallomorphy. This is a finding that has
emerged in several works on allomorphy (recall the refersrat the end of section 2.3). Suppletive
allomorphy may make reference to outer material, as londpasglogical properties are not referred
to.

5 New Directions The argument to this point shows (i) that morphophonoldgickes are re-
quired for at least certain types of stem alternation, aith@t a suppletive alternation that appears
to look outward to the phonology, in apparent violation oi(2), is better handled with morphosyn-
tactic conditioning. One further conclusion that emergethat “stem alternation” in the informal
sense is not a uniform phenomenon in the grammar: it coversrimm-suppletive (Spanish, section
3) and suppletive (ltalian, section 4) alternations. Tlaistion turns to a finer-grained analysis of
different classes of stem alternation, with a specific emishan thetriggers andtargetsthat are
involved.

Beginning with the latter, some morphophonological preessaffect only a particular set of
Roots; these ararget-specificAnother kind of alternation that is morphophonologicattia broad
sense (i.e., not part of the normal phonology) is not taspgetific in this way. Rather, this kind
of alternation results from rules that have specific morpeemstriggers but that apply target-
indifferently to phonological objects in their context. Btoof the processes examined above (in
section 3, for the most part) are target-specific. Aftesiitating some trigger-specific processes in
section 5.1, the discussion turns to a general cross-fitag&in of morphophonological interactions
in trigger/target terms in 5.2.

What emerges from this classification is a new set of quesadout the kinds of arguments that
can be deployed in order to decide between stem storage ampdhoaphonology. The primary argu-
mentagainststem storage treatments of stem allomorphy— i.e., the aggtdeveloped in section
3— is that some irregular stem alternations can be coneiidry outer phonology, something that
is impossible for contextual allomorphy by (A1-2). Sectm@ below conjectures that another class
of stem alternations, one triggered by specific morphemes applying only to specific Roots, is
found only when the trigger and the target are linearly ahjaicThesing'sangalternation is of this
type. A specific morpheme (T[past]) triggers a specific cleamgt the change only applies to cer-
tain Roots (likey/SING). Ifitis true that such “morpheme-morpheme” alternationsur only under
linear adjacency, then they could be analyzed either wéthn sttorage, or with morphophonological
rules. The reason for this is that outward-looking allonfyrs compatible with (A1-2), as long as
it makes reference to morphosyntactic features only (rdwaldiscussion of section 4). Thus, as far

20Maiden (2004:159ff) argues against a phonological accmmthe basis of historical developments in various Ro-
mance varieties; although he concludes that this is evelémca “morphomic” analysis in the Aronoff (1994) sense,
the overall connection with the argument in the text is sstjge. That stress does not play the defining role in the
synchronic grammar does not mean that it was irrelevanhdiaically, even if the diachronic developments are not
straightforwardly phonological. See Vincent (1988), Maid1992,20044a,b,2005), Aski (1995), all probably drawing
Malkiel (1966,1968).
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as locality conditions of the A-type go, there is no way to@$® between morphophonology and
stem storage.

Section 5.3 extends this point by formalizing a “stem irisattversion of the theory of section
2, in which stems likesing and sangare contextual allomorphs of a rogtSING that compete
for insertion. Section 5.4 suggests that the morphophgitab approach and the alternative stem
insertion approach make crucially different predictiobsat the psycho- and neurolinguistic status
of inflected forms likesang If the conclusions of this section are on the right tracknttheoretical
and experimental lines of investigation must be employegetiter in order to determine whether
the grammar represents morpheme-morpheme stem altermatidgerms of stem storage, or with
morphophonological rules.

5.1 Morphophonological rules triggered by specific morphesn The phenomena examined in
section 3 involve rules that apply to specific targets, uraeditions that are incompatible with
(Al1-2). It appears that morphophonological alternatiaiggered by specific morphemes can be
incompatible with (A1,2) as well. Carstairs-McCarthy (29%ighlights an alternation with relevant
properties in Zulu. Palatalization of labial consonanthjolv is triggered by the passive suffiw,
skips the intervening causative morphetis2eas shown in (22):

(22) Zulu palatalization of labials (Carstairs-McCart392:70)

Active Passive

a. bamb-a ‘catch’ b3 -wa ‘be caught’
boph-a ‘tie’ bshwa ‘be tied’

b. bamb-is-a ‘cause to catch’ jais-wa ‘be caused to catch’
boph-is-a ‘cause to tie’ lshris-wa ‘be caused to tie’

The stem consonants are palatalized when the passive affises&nt even when the causative
morpheme intervenes between the stem and the passive. fldisthus cannot be contextual al-
lomorphy by (A2). This palatalization phenomenon thus btike an alternation that requires a
morphophonological analysis, although there may be somastigms as to how “morphologized”
the process actually is (Carstairs 1987; see Kotzé andate(®008) for discussion and references).

Another phenomenon that implicates “skipping” intervgnmorphemes is seen in certain di-
alects of Italian that showmetaphonya type of vowel raising (for different perspectives see IRoh
(1949); Calabrese (1985,1999,2009); Maiden (1991); antétsaeited there). Metaphony is a phono-
logical process in which a stressed vowel is raised wherollmfing syllable contains a high vowel
(the precise details of the raising vary from dialect toelifil see Maiden 1991). In some dialects, it
appears that the process has been “morphologized”, in ttse $bat it is triggered morphologically,
not phonologically. Morphologically-triggered metaploran be seen in dialects in which post-
tonic vowels have merged to//(see Maiden 1991:159). Some verb forms from one such djalec
from Ischia (Campania) are shown in (23), next to the samie feems from Standard Italian:

(23) Metaphony triggered by AGR (Maiden 1991:159)
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St. Italian Ischia, Campania

pr.ind. impf.ind. pr.ind. impf.ind.
1s canto cantavo kand kandaw
2s canti cantavi kenda kandeve
3s canta cantava kamd kandaw

It can be seen in the forms from the Ischia dialect that metaphwhich affects the underlined
segments, is triggered by 2s AGR, even though that morphemealized aso. Clearly at some
earlier historical stage the 2s agreement morpheme tedgsetaphony for phonological reasons
(compare Standard Italian 2s AGR. But for the Ischia dialect seen in (23), the metaphonisingi
is morphologically triggered by the 2s AGR morpheme. The @lernative to this is to treat the
vowel change phonologically, triggered by an underlyings agreement that always surface ak /-
There seems to be little motivation for such an anal§sis.

As far as (Al1-2) are concerned, the imperfect 2s form in (2@ws the metaphonic change
skipping an intervening morpheme: 2s AGR triggers metaplawer the imperfective tense mor-
pheme-vin kand-¢-v-o (Root-TH-TNS-AGR), where the theme vowel is raised. Whethneot this
is a “stem alternation” in the strict sense depends on whetheot the theme vowel is segmented
as a separate morpheme. As far as the general conditionigigering alternations go, though, this
example shows a trigger-specific rule that is not restritbegpply to linearly adjacent objects; i.e.,
something that is incompatible with (A1-23.

5.2 Types of Interactions The discussion to this point can be synthesized to produdasaic
fication of different types of alternation. Alternationsndae classified in terms of thefarget and
trigger properties. Fotargets an alternation can be eith&arget-specifiq(requiring reference to
Root-/morpheme-identity) aarget-indifferent(making reference only to phonological features).
Triggers can be either morphologicah@drph-triggeredl or phonological ghon-triggered. The tar-
get and trigger parameters are schematized in (24); asettebove with reference to (A2), the
potential intervention of a discrete morphemenust be considered as wéfi:

(24) Schematization of interactions

Specific . Morph
Target{ indifferent = | © ...Trlgger{ Phon

The cross-classification of the target and trigger paramdte(24) produces the four possibilities
in (25):

(25) Classification

Z1See also Maiden 1991:ch.8 for a “morphological” analysithisf effect.

2250me other possible cases of morphophonological ruleskimimorphemes have been discussed in the literature.
Kiparsky (1996) analyzes German Umlaut as operating aéntessvening morphemes, although the crucial cases might
be subject to reanalysis with adjacent triggers.

ZIn (24) the interactions are represented with the trigger mtated material as a “suffix”, but the relationships in
question could equally be found with prefixation.
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Phon-Triggered Morph-Triggered
Target Specific (T1) (T3)
Target Indifferent (T2) (T4)

The different types of interactions, with some commentstired them to different case studies, are
then as follows:

(T1) Phon-Triggered and Target Specifidlternations with a phonological trigger; only certain
Roots/morphemes undergo the rule, while others that adeetly phonologically identical
do not. Spanish diphthongization and raising (section 3¢ ltlhese properties.

(T2) Phon-Triggered and Target IndifferentAlternations that are part of the “normal” phonol-
ogy, i.e., changes that do not make reference to specifichrearps in either the trigger or the
target. Rather, the process makes reference only to phginalanformation.

(T3) Morph-Triggered and Target SpecificAlternations that apply only to specific morphemes,
and that are triggered only by specific morphemes. The steamations seen in the past tense
and participles of English verbs fall under this categofye§e changes only target certain
Roots (e.gsink ~ sankbut blink ~ blinked, and are triggered only by specific morphemes
(past tense T[past], or the Asp(ect) node in past partigjple

(T4) Morph-Triggered but Target Indifferent: Alternations that are triggered by specific mor-
phemes, but that apply to targets defined phonologicaly, (ihe targets are not Root- or
morpheme-specific). Zulu passive palatalization and ¢scidlect metaphony in 5.1 are of
this type.

Of the alternations in (T1-4), (T2) can be put to the sidesesiihdoes not implicate morpholog-
ical information?* The remaining types (T1), (T3), and (T4), reveal an intémgstffect when the
locality conditions (A1-2) are considered. For both the)(@ad (T4) class of interactions, there is
clear evidence in the case studies above for alternati@id#dhave in ways that are incompatible
with (A1-2). Instances of (Al) like Spanish diphthongipaticannot be treated as allomorphy in
a theory with (A1-2) because the alternation is triggereghbgnological properties of the entire
word. Similarly, instances of (T4) like the Zulu passive be tmetaphonic alternation seen in the
Ischia dialect skip intervening morphemes, in a way thabtgermitted by (A2). However, no (T3)
alternations were examined in this part of the argument;itaagpears that interactions of the (T3)
class might actually be compatible with (A1-2).

The (T3) phenomena of interest are those thatnatebviously suppletive. The outright sup-
pletion examined in section 4, Italiland andva(d), could be seen as a (T3) interaction. But this
alternation clearly involves two distinct Vocabulary itenThe important cases are those that could
be treated either with distinct Vocabulary items (i.e.,hndtem storage), or as the product of mor-
phophonological rules. There are many examples like this.

As noted above, one relevant (T3) interaction is found witiglish past tense forms likeang
etc., where the stem change is triggered by the T[past] neongh The syntactic structure underlying
such forms is [[/RooOT v] T[past]]. The T[past] morpheme is linearly adjacent to Reot, if it is
assumed that is invisible (see comments on invisibility in 5.3). The sathieg is true of irregular

Z4Except to the extent that there are exceptions.
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plurals in English, such agoose-geeseln the latter case, parallel to what was said for the verbs
above, the Root and the [pl] morpheme are linearly adjacerdbrg as the: morpheme is not
present when VI occurs.

Similarly, stem changes in German preterites and paréisifbften referred to collectively as
Ablaut) are triggered by Aspect and Tense morphemes, sddhaingen‘sing’ the past tense
is sang the participle isgesungenand so on. There are a number of different changes like this,
but they are all triggered by T[past] and Asp(ect) heads;thade morphemes are adjacent to the
Root that is changed. The same sort of effect is seen in Latifeqt verb stems. Many perfects
show vowel and other stem changes that apply only when théiRadjacent to the perfect aspect
morpheme Aspl[perf]; e.dragere‘break’, perfectfreg; capere‘take’, perfectcep; and so on.

The examples just mentioned serve to illustrate the bagitseophenomenon; there are too
many (T3) interactions to be surveyed here. The generaltignethat (T3) raises is whethell
interactions referring to the identity of two morphemes—ethier suppletive (contextual allomor-
phy) or not (morphophonology)— are subject to the same tiondon locality. It is possible that
(A2) above— the concatenation condition on contextualnadigphy— is part of the larger general-
ization that all PF interactions that relate two morphemes mporphemes must occur under linear
adjacency. This is stated as a conjecture in £26):

(26) Morpheme Interaction Conjecture (MIC): All morpheme-morpheme interactions rele-
vant to allomorphy are subject to the same locality conaitibnear adjacency (concatena-
tion).

According to the MIC, a grammatical process (in the PF braticét makes reference to two
morphemess morpheme§.e., requires reference to their “morphological ideritinot phonolog-
ical form) is restricted to apply under linear adjacencye MIC is different from (A2)only if a
morphophonological analysis of the (T3) class is assyrsed 5.3 below.

On the face of it, the MIC seems quite strong; it would be dsiny if it were true, although |
am aware of no counterexamples. If this condition does hbid would be an important finding. It
would be strong evidence for a consistent notion of morpheragpheme locality at PF, in a way
that connects with much more general theories of locality.

The theory assumed here, from Embick (2010), has a hybridepty in these terms: phase-
cyclic locality, which derives from the syntactic derivati places constraints on which nodes could
potentially interact, by limiting possible interactions dbjects contained within a single cyclic
domain. However, the linear aspect of that theory— (A2) i discussion above— also appears to
restrict contextual allomorphy. If this theory is on thehtigrack, then the general locality constraints
imposed by cyclic derivation have the PF-parochial lineardition (A2) superimposed on them.
Something similar to this is argued to be operative in therpretive component as well, in work
by Marantz (2010). In this theory, phase-cyclic localityeiracts with a parochial semantic locality
condition, that is, “semantic adjacency”. Internal to Ppresentations, the MIC conjectures that
there is only one PF-parochial condition under which twophemes can see each other as such:
linear adjacency. From this point of view, then, it would hepsising if MIC were false, as it
would be difficult to see why one type of morpheme-morphernerattion (contextual allomorphy)

s noted in section 1, Aronoff's allomorphy rules change fibren of certain morphemes in the context of certain
other morphemes. There are some clear connections bethagroposal and the MIC.
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should require linear adjacency, whereas another type opmoe-morpheme interaction (stem
allomorphy) did not.

For these reasons, | take it that the status of the MIC must the @enter of further research in
this area.

5.3 On Stem Insertion In the text above, the MIC is stated in a way that assumes a mor-
phophonological treatment of (T3) alternations. But thisranother way of looking at the MIC,
one which makes it essentially equivalent to (A2), the ctartation condition on contextual allo-
morphy. The MIC raises the possibility that (T3) alternaianight apply only under adjacency. In
the case of such alternations, then, there is no argumeatlmas (A1-2) that shows that a mor-
phophonological analysis is required. Rather, as far aditgaconditions are concerned, the (T3)
alternations could be treated either morphophonologicatlin terms of stem storage. Before show-
ing what a stem insertion analysis would look like within fremework assumed here, | will first
examine some of the basic theoretical positions that arédatpd in this discussion.

One of the central tenets of Distributed Morphology is thare is no storage of complex
objects. This assumption is not always named; for converiéwill refer to it as thddecomposition
HypothesisDecomposition for short. The particular aspect of Decaositfum that is of interest here
is the one that is often invoked in psycho- and neurolinguistudies cited above in section 2.
Irregular past tense verbs, lilsangfor sing, illustrate the point. In so-called “dual route” models
of past tense inflection (Pinker and Ullman 2002 and relaterk)ythe past tense forsangis not
derived fromsing rather, it is memorized as a different “word” in the Lexi¢amd functions as the
past tense adingnot because of any derivational relatedness (shared gautd)ecause of semantic
relatedness. This is the kind of analysis that is incomfmitiith Decomposition; according to the
Decompositionalist view, there can be no storage (memtwizaof “inflected” forms likesang=
[SING +past]. Rather, a complex object (containing botBiNG and T[past]) must be derived via
grammatical operations that combine the relevant parts.

Another important position that has been at the center ohmesearch concerns the phonolog-
ical underlying representation of morphemes. In a theoih Veite insertion for functional nodes,
a single morpheme like T[past] does not have a single unidgrisepresentation phonologically.
Rather, it is provided with a phonological matrix post-@gtically, in the Vocabulary Insertion
process. According to one line of work, however, Roots al&erunctional morphemes in that
Roots possess a phonological underlying representatiimmeans that Roots are not subject to
Late Insertion in the way that functional morphemes are {daantz (1995), Embick (2000), and
Chomsky (2001) for some perspectives on this question)céiavenience, | use URR (fdsnder-
lying Representation for Roo#s shorthand for this hypothesis:

(27) Underlying Representation for Roots (URR):A Root possesses a phonological underly-
ing representation (i.e., Roots are not subject to Vocapuitesertion).

Much recent work in the framework that | am developing hemsuases both Decomposition
and URR. These two positions fit together, in the followingywaecomposition says thatang
cannot be a simplex object in memory, because it must coobiseparate pieces/SING and
T[past]). By URR singandsangmust be derived from an obje¢tSING that has one phonological
representation. It follows from this that esangmust be decomposed in such a way that the single
underlying representation of the Ro@BING is inside ofsang(and inside oingas well).
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An important point for the theory of stem alternations istthdaheory can maintain a form of
Decomposition while abandoning URR; moreover, this candredn a way that allows for certain
types of stem alternations to be treated as contextual affeimy. In other words, there is a kind
of stem storage theory that is compatible with Decompasiteven if it is Decomposition in a
weaker form. In such a theory, Roots are subject to Vocaplitesertion (see Harley 2009 for some
arguments for a theory of this type).

To a first approximation, a Root lik¢ SING can be associated with a set of distinct stem forms,
which are found in different morphosyntactic contexts:

(28) Stem-storage representationvdBING

sung<— /__ Asp

sang— __ T[past]
V' SING songer _n

sing

In this stem insertion theory, the different stem forms aeated as contextual allomorphs; this is a
modified stem theory (m-stem theory).

Superficially, the storage (and insertion) of stems in thstem approach is reminiscent of the
treatment of stem alternations found in Anderson 1992. Wewat differs crucially from Ander-
son'’s view in treating e.gsangas a contextual allomorph af SING, whose insertion is associated
with the local [past] node. Anderson, on the other handigssangas realizing the [past] feature di-
rectly, a move that is problematic for the statement of hlogknteractions between stem-changing
processes on the one hand, and piece-based realizationrplfiemees on the other. See Halle and
Marantz (1993) and Embick and Halle (2005) for some disoussi

There is a conceptual objection that can be raised agaiBt There is nothing in (28) that
ensures that the individual phonological forms that arepteents” of the root/SING should be
phonologically related to one another. Put differentlyeeding the domain of contextual allomor-
phy to include alternations in stem forms is tantamount teegalizing the phenomenon of supple-
tion: the relationship betweesing andsangis essentially the same as that betwgerand went
As far as conceptual arguments go, this is a strong one. &@eiieg suppletion (the most radical
kind of sound/meaning inconsistency) to phenomena in wihiete are clearly shared phonological
properties seems extreme. Nevertheless, if what we arnlpédr is empirical arguments that favor
the morphophonological or stem storage theories, thesgeptunl objections must be ignored.

The sketch in (28) does not make a clear claim about how gxhetldifferent stemsing sang
etc. relate to a single Root. As noted above, URR has to balabad in a theory with stem inser-
tion. One way of doing this with reference to th€SING example is as follows. It can be assumed
that Roots are in one sense present throughout the derydtia that what is present is a non-
phonological index of stem identity, not an actual phonialgrepresentation. So, for example, the
Root vocabulary of a language would consist of objectsyilk22. There is independent motivation
for some form of non-phonological indexation along thesed?®

At least some indexation is required on any view, since hdroopus Roots must be distinguished with one another.
So, for example, the roots underlyibgnk financial institution’ andbank‘side of a river etc.’ must be specified as e.g.
v/ BANK 232 andv/BANK 729, Since the phonology alone is not sufficient to distinguigse Roots from one another.
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By the index hypothesis, then, the Root underlysigg etc. is, qua Root that is employed in
syntactic derivations, simply/422. The phonological form of this Root is determined in tlie P
component of the grammar, via the Vocabulary Insertion ggscThe particular Vis are as follows:

(29) V422 sung/_ Asp
V422 — sang/ T[past]
V422 — songl_n
V422 < sing

While (29) contains many VIs, this need not always be the.dasieer Roots, such agKick,
could have a simpler version of (29): for instang&l 337 < kick; or, such Roots could possess a
phonological representation inherently. For presentg@agp, the treatment of such (non-alternating)
Roots is immaterial.

The analysis of stem allomorphy in (29) avoids various diijes that have been leveled against
the “late insertion” of Rootd’ Because it is based on unique indices for each Root, it alsiolav
various difficulties with “cross-Root” competition dis@egl in Marantz 1995). Since the syntax
already contains a unique identifier of the Root, it is notsiiale for e.g. forms of/CAT to compete
with forms of e.g.v/FELINE (or for that matter,/Bo0oK). The m-stem theory is therefore able to
circumvent these and other problems for late insertion adt®Rshat have been discussed in the
literature?®

The m-stem theory adheres to Decomposition in a weak formtheostrong form discussed
earlier in this section; that is:

(30) a. Strong DecompositionDifferent forms that are derived from the same Root all cionta
a unique phonological representation of that Root.

b. Weak DecompositionDifferent forms that are derived from the same Root all cionta
an identical Root in the “indexed” sense introduced aboveyTdonot necessarily all
derive from a single underlying phonological represeatati

It is clear that Weak Decomposition can maintain the banresfjahemorizing complex objects, as
Strong Decomposition can. However, Weak Decompositiors aaé require that lexically related

Z’For example, the behavior of Latin deponent verbs, discLisBs&mbick (2000), is a case in which it appears that
a syntactic affixation operation (most likely head moverpegfers to a diacritic borne by particular Roots. As noted in
that paper, if Roots were inserted late, the syntactic djperaould not see the relevant diacritic, since it would bet
present. In the Root indexation view, it is not the Root fttedt is inserted late, but the phonological form of the Root
Thus, the diacritics borne by deponent Roots could be pré@séme syntax, even if phonological forms are not.

23ome related issues involve Fusion, in which a Root nodesfusth adjacent functional heads prior to insertion.
This might look appealing as a way of making stem change hdoekt affixation, but it is in fact problematic. The reason
for this, stressed amply in the prior literature (Halle andrivhtz 1993), is that stem allomorphy can be accompanied by
overt affixation (as irtol-d, brok-en etc.). Thus even if one wanted to say that eapgwas derived by fusing/422 with
T[past], and then insertingangas the exponent of these features, there are still the o#iseiswf “double-marking” to
be accounted for, where a fusion treatment is unworkable.

The same considerations argue against allowing Vocabimasrtion to target non-terminal nodes. In a theories that
allow this (see Hankamer and Mikkelsen (2005) for pertirtdistussion), theing ~ sangalternation could be analyzed
with sangas an exponent of the topmost node i §ING v] T[past]]. Again, how this fits with double marking is
problematic. For a more general set of arguments againsttios at non-terminals, see the discussion in Embick and
Marantz (2008).
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forms contain the same underlying phonological representaf the Root; it is for this reason that
Weak Decomposition allows for stem insertion, whereasrgtidecomposition does not.

The m-stem approach also requires a theory of the “invigibibf certain nodes for the purposes
of Vocabulary Insertion. As stated in (29), the insertiorsafgis contextually associated with the
past tense morpheme. The structure underlying this for@ilis &ccording to standard assumptions:

(31) Structure fosang
T

v T[past]
/\
V422 v

In order forsangto be inserted in the Root position, this hode must be in & Iedationship
with the T[past] morpheme. However, there is head between the Root and T[past]. Thisead
must not be present for VI at the Root node in order for theednal allomorphy to obtain in a
way that complies with (A2).

Embick (2010) discusses the status of invisible nodes,rbut fin inward-looking perspective.
For e.g. a Tense node looking inward, the nodes that do nett dot contextual allomorphy, like
thewv in (31), have the shared property that they have no phorzdbgixponent. Earlier work (see
also Embick 2003) proposes that at least some nodes withexpanents areruned(eliminated
from the representation). This kind of solution works metgbally for inward-looking allomorphy,
but it does not provide what is necessary for the m-stem yhigased on (29). The problem is that,
by (Al), insertion at the Root node occurs prior to inserton. If pruning applies to nodes with
Zero exponents, it cannot eliminatgrior to VI at the Root node, because (A1) does not allow that.
Rather, insertion at the Root position must take place poignsertion ab.

There are, however, alternatives@apruning rules that will eliminate nodes like thenode in
(31). Some motivation for an “early” deletion process caridagnd in recent discussions by Borer
(2009) and Marantz (2010); see also Saab (2008) for a momrgetiscussion of deletion and its
relation to linearization. It is sufficient to assume heratthbome such process eliminates certain
nodesprior to the beginning of the VI process. Representing this pr@tdtess under the cover
term PRUNE, the derivation &fangin the m-stem theory is then as follows:

(32) Input: [[V'422v] T[past]]

PRUNE: [/422v] T[past]] — [V'422 T[past]]
Linearization:v/422~ T[past]

VI, Root: sang T[past]

VI, T[past]: sang @

oo T

There is of course more to be said about the general line e&rels that motivates an approach
to invisibility like the one based on PRUNE. But for the puspe of formalizing stem insertion, (32)
illustrates how competition for Root insertion can be teeldh a way that complies with (A1-2).
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5.4 Stem storage, morphophonology, unificationrThe m-stem theory is able to treat at least
some stem alternations as contextual allomorphy, in a watyréspects (Weak) Decomposition. As
contextual allomorphy, m-stem alternation must respedtZ) Thus, an m-stem treatment could
not be extended to e.g. the stem alternations in Spanisis esgmined in section 3.

If the MIC is correct, then all morpheme-morpheme inte@wi require concatenation; i.e.,
they obey (A2). This means that all cases of morpheme-marphiateraction could be treated
either with an m-stem analysis, or with a morphophonoldgaalysis. The m-stem analysis of
sing~sangis articulated in (32) above. The morphophonological atéve to this is given in (33);
| have parenthesized the PRUNE step, since this approadth emyploy post-VI rather than pre-VI
pruning ofw:

(33) Syntax: [[/SING v] T[past]]

a. (PRUNE: [\/SING v] T[past]] — [V/SING T[past])
Linearization:v/SING ™ T[past]
VI, T[past]:vVSING™D
Readjustment Rule: sirg~ sang/_—T[past]
Output: sangd

® 2o o

This analysis takes the rogtSING to have an underlying representation (by URR), which is then
altered by a morphophonological rule that makes referencHast] to producesang Such an
analysis of stem alternations is proposed in numerous piadée literature (see Halle and Marantz
1993, Embick and Marantz 2005, Embick and Halle 2005).

As (32-33) show, both the m-stem theory and the morphoplogicd! theory with Readjust-
ment Rules seem to be able to account for the facts, in a wagdhaplies with specific conditions
(Al-2), and also with at least some form of Decompositioneyr tliffer along some other dimen-
sions. For one, they have commitments to different auxiliaeories. For instance, the m-stem the-
ory requires a particular theory of node invisibility/pimg, as outlined above. The morphophono-
logical theory, on the other hand, requires Readjustmelgsaf a particular type. They also differ,
as noted above, with respect to certain conceptual clailnsthe m-stem theory puts more empha-
sis on memory than on derivation by rule, it generalizes katigm, and so on. But the main point is
clear: the kind of distributional arguments based on lo¢galnd related notions— those encapsulated
in (A1-2)) and used in section 3 to show that a morphophoncédgheory is needed in some form—
cannot, evidently, choose between stem storage and mdrphological theories for a substantial
class of stem alternations.

The overall picture that emerges from this section illussdoth the successes of a theory based
on locality considerations (and resulting distributiopaltterns), and the apparent limits of such a
theory. Exactly this kind of limitation is of critical imptance as the sciences of language move
towards some form of unification; that is, towards a statehichv currently existing boundaries be-
tween theoretical and experimental methodologies in Istgs (and perhaps between the cognitive
and neurobiological domains) are blurred and ultimateiyielated (Poeppel and Embick (2005),
Embick and Poeppel (2010)). The specific tension betweemtséeem and morphophonological
theories is central to this project because the crucialemdd adjudicating between these theories
might have to come from psycho- and neurolinguistic studfémguistic representation. And, cru-
cially, the theoretical models must be employed to intdriire experimental findings.
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The particular relevance of experimental data becomes wlhan the predictions of the m-
stem and morphophonological theories are considered ie ohetiail. The m-stem analysis in (29)
says two different things about the syntacticosemanticraobhophonological relatedness of the
different formssing sang etc. On the syntacticosemantic level, it says that all tinen$ in (29) are
built from the same object, via/422. On the morphophonological level, on the other handethe
is no sense in which e.gingis part ofsang Rather, these are two distinct objects. So, as far as one
level of representation goes— the syntacticosemanti¢-énah e.gsingandsangare derived from
the same object. As far as phonological relatedness gamghhthere is no sense in whisangis
derived fromsing

In the morphophonological theory, on the other hand, thet Rom +/SING is present syntac-
ticosemantically irsing, sang etc.; its phonological underlying representation— aibted /sing/
for convenience— is part of the derivation as v#llt is this underlying representation that is con-
verted tosangby rule. Thus, although the two theories ultimately bothivsiesang they do so
with very different commitments to the stages leading uphie form. These different stages lead
to different hypotheses about the representations and wiatigns that underlie the production or
comprehension afang as stated in (34):

(34) Predictions

m-stem theory \ morphophonological theory
a. Rooty/422 activated Root+/SING activated
b. Phonological form /singNOT activated| Phonological form /sing/ activated
c. (No further rules) Vowel-changing rule activated

With respect to (34a), both theories say the same thing. 3i,¢), though, they differ. The mor-
phophonological theory says that the phonological formgkis active; that is, that /sing/ is part
of sang(it also says that a rule is activated to execute the voweh@gdg In the m-stem theory
/sing/ is not part osangphonologically, asingandsangare separate Vocabulary Iltems. The role
of the unification project is then clear: while distributadreriteria might not distinguish between
the m-stem and morphophonological theories, since thepattecapable of producing the correct
surface forms, the dependent variables that are examingslyrho- and neurolinguistic studies of
language provide a window on the stages that are part of tmpuattion of these forms. And if it
could be shown using these techniques that /sing/ is a pagrgf this would be an argument that
the morphophonological theory is correct.

Experimental research looking at exactly this sort of qoagtas not been undertaken in detail,
for a few different reasons. First, much research in thia amproaches morphological relatedness
at a much coarser level of granularity, as in the singleesggiconnectionist) versus dual-system di-
alogue. Another reason is that much of the literature usasaily-presented stimuli, where phono-
logical representations take a back seat to orthographyeXample, Allen and Badecker (1999)
and Badecker and Allen (2002) look at a question related4d, {8 the domain of Spanish verbs,

21t is possible that /sing/ is naing that is, that botlsingandsangshare a single underlying representation /sing/ in a
way that requires derivation in each case. As longiag sangetc. share a single phonological underlying represemtatio
STRONG DECOMPOSITIONIS respected.
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asking, in effect, if the diphthongized verb formuere‘dies-3s’ has the non-diphthongized stem
mor- (from infinitive morir) inside of it. The results reported in those works suggesintitueredoes
in fact derive frommor. However, as important and suggestive as these resultshaseare not
based omphonologicalrepresentations. Rather, the logic of the experiment isdas orthographic
representation (the paradigm exploits effects relatedeim $romography). In order to address the
issues surrounding (34) directly, the emphasis must, ofseglbe on phonological representation
(see also Stockall and Marantz (2006) for some pertinecudson).

It is possible that there are other results in the experiadetdmain that relate directly to (34);
a comprehensive review of that literature must wait for hapoccasion. Ultimately, there are dif-
ferent ways in which a unified research program could be arsMy own view of these matters is
that Strong Decomposition must be pushed to its limits; it @nust be assumed to be correct, and
positive evidence that e.ging andsangderive from a shared phonological representation should
be sought. This, however, is a research intuition, one thet fme shown to be correct or incorrect
empirically.

6 Conclusions The central thesis of this paper is that stem alternatioms@mnstrained to apply
under certain conditions, and not others, and that they tmstudied with reference to a more
general theory of locality in allomorphy. The theory deyed in sections 2-4 of this paper holds
that suppletive allomorphy must respect (Al-2); a consecei®f this view is that many types of
stem alternation must be treated as the product of (morpbajdogical rules, because they are
triggered in ways that are impossible for suppletive caixallomorphy.

The idea that the distribution of stem alternants is crucialnderstanding the debate between
stem storage and morphophonological theories (“storagesus “computation” in the experimental
domain) is mostly absent from the recent literature. Butrttan line of argument that is articu-
lated here connects with a line of research developed in arggpKiparsky (1996). Analytically,
Kiparsky poses the same question that section 1 begins kath‘morpholexical” (=allomorphic)
and “morphophonemic” processes can be distinguished froenamother. The guiding idea of his
paper is that “...the essential criteria have to do with tteire of the alternation, the locality relation
between the focus and the triggering context, and the oalsttip of the process to other rules of the
system” (1996:17). A number of details about the analysialtginations do not look the same in
Kiparsky’s Lexicalist model as they do in the syntactic aygmh assumed here, and there are some
differences with respect to productivity as well; but therll point advanced in these quotes is, |
believe, exactly on target.

Beyond the arguments based on (A1-2) and their implicationthe controversy between mor-
phophonological and stem storage theories, section 5 ®fptyer advances the claim that not all
stem alternations are the same. Rather, when the propeftiles targets and triggers of an alterna-
tion are taken into account, it appears that some stem attens are more (morpho)phonological—
i.e., those in which either the trigger or target are defimeghonological terms— whereas others,
the (T3) morpheme-morpheme class of stem alternation, are morphological in nature. Stem
alternations in which either the target or the trigger arénée phonologically do not have to re-
spect (A1-2); rather, they may make reference to “outer’nohagical properties, skip intervening
morphemes, and so on. It is this class of stem alternationnthat be treated in terms of mor-
phophonological rules, not with stored allomorphs.

The key question with the morpheme-morpheme alternatomghiether they behave similarly
to the morphophonological interactions, or whether thegydhe linear adjacency condition (A2).
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That morpheme-morpheme interactions do in fact obey (A2héscontent of théMlorpheme In-
teraction Conjecturewhich provides a central focus for future work on the disttion of stem
alternants.

A final theme of this paper is in part methodological. If thguanents of the first sections of
the paper are correct, then looking at patterns of stemillisitsn in the light of (A1-2) provides
an argument for a morphophonological theory. If the consitilens of section 5 are correct, and
the Morpheme Interaction Constraint holds, then stemiligtons on their own cannot be used
to distinguish the predictions of stem storage versus nogrpbnological theories in this type of
phenomenon. This point is made precise in terms of the m-gtewry, which implements stem
storage in a way that is compatible with many of the centraéte of the framework assumed
here. The conclusion is that only with the use of other mattamies, psycho- and neurolinguistic
techniques in particular, can the crucial evidence be found

Itis, of course, possible that other types of evidence, mohfthe experimental domain, could be
brought to bear on the status of morpheme-morpheme inienactlThe orientation of the latter part
of this paper is directed toward the unification project,duse morpheme-morpheme interactions
seem like a prime example of a phenomenon where this can ioeslgrundertaken. In a sense, at
least some form of unification across the theoretical andrrapdomains is inevitable. At a min-
imum, it is only by articulating the details of the morphopbépgical and m-stem theories, in the
manner outlined above, that precise predictions aboueseptation and computation in the brain
can be developed. If the basic line of reasoning here turhtdee correct, and only experimental
evidence can prove decisive, it would certainly be a stgldavelopment.

Much research in the framework | assume here, along with my wark, is guided by the
intuition that something like Strong Decomposition is eotr The hope is that evidence for this
position will emerge from an integrated research progréa the one | have outlined here. But in
the end, any steps towards unification across domains is @ariamt step in the right direction.
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